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Abstract. Let (X,Γ) be a free minimal dynamical system, whereX is a compact separable

Hausdorff space and Γ is a discrete amenable group. It is shown that, if (X,Γ) has a version

of Rokhlin property (uniform Rokhlin property) and if C(X) ⋊ Γ has a Cuntz comparison

on open sets, then the comparison radius of the crossed product C*-algebra C(X)⋊ Γ is at

most half of the mean topological dimension of (X,Γ).

These two conditions are shown to be satisfied if Γ = Z or if (X,Γ) is an extension of a

free Cantor system and Γ has subexponential growth. The main tools being used are Cuntz

comparison of diagonal elements of a subhomogeneous C*-algebra and small subgroupoids.
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1. Introduction

Consider a topological dynamical system (X,Γ), where X is a compact Hausdorff space

and Γ is a discrete amenable group. The mean (topological) dimension of (X,Γ), denoted

by mdim(X,Γ), was introduced by Gromov ([23]), and then was developed and studied

systematically by Lindenstrauss and Weiss ([34]). It is a numerical invariant, taking value

in [0,+∞], to measure the complexity of (X,Γ) in terms of dimension growth with respect

to partial orbits.
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On the other hand, the concept of dimension growth also appears in the classification

theory of C*-algebras, and it is used to provide a condition for C*-algebras to be covered by

classification theorems. For example, consider a unital inductive system of C*-algebras

A1 → A2 → · · · → lim−→Ai,

where each Ai = Mni
(C(Xi)) is the algebra of Mni

(C)-valued continuous functions on some

compact separable Hausdorff space Xi; its dimension growth is defined as

lim inf
i→∞

dim(Xi)

ni

,

where dim(Xi) is the topological covering dimension of Xi. If the dimension growth is 0,

then the isomorphism classes of the limit C*-algebras lim−→Ai are classified by their Elliott

invariant ([20], [9], [45]). (See [21], [22], [11] [14], and [10] for further developments of the

classification of C*-algebras in this direction.)

For a general abstract C*-algebra, it might not have an obvious inductive limit decompo-

sition in terms of homogeneous or subhomogeneous C*-algebras as the example above. In

such cases, comparison radius, introduced by Toms ([43]) and denoted by rc(A), plays a role

as the dimension growth of such a C*-algebra A.

Let us start with some comparison theory of C*-algebras. Let a, b be positive elements of

a matrix algebra over A. Then a is said to be Cuntz sub-equivalent to b if there are sequences

(xn), (yn) in a matrix algebra over A such that

xnbyn → a, as n→ ∞.

In the case that a, b are projections, the Cuntz sub-equivalence relation recovers the classical

Murray-von Neumann sub-equivalence relation; and moreover, if A = C(X), a is Cuntz

sub-equivalent to b if and only if the vector bundle over X induced by a is isomorphic to a

sub-bundle of the the vector bundle induced by b.

If a is Cuntz sub-equivalent to b, then the rank function induced by a is always dominated

by the rank function induced by b, just like the case above, the rank of the vector bundle

induced by a is at most the rank of the vector bundle induced by b. The converse is not true

in general, as there are many examples of a pair of vector bundles such that the bundle with

smaller rank is not isomorphic to a sub-bundle of the other one.

However, if the gap between the ranks of two (complex) vector bundles is sufficiently

large (larger than 1
2
dim(X)), then the converse is true; that is, the vector bundle with small

dimension is isomorphic to a sub-bundle of the vector bundle with larger dimension.

The comparison radius is the infimum of all the gaps of the ranks so that the converse does

hold (see Definition 2.14), and a typical example is that the comparison radius of Mn(C(X))

is at most 1
2
dim(X)

n
, that is, half of the dimension ratio of Mn(C(X)). Thus, in general, the

comparison radius is regarded as a version of dimension growth for an abstract C*-algebra.

For the given topological dynamical system (X,Γ), the natural C*-algebra to be considered

is the crossed product C*-algebra C(X) ⋊ Γ. It would be interesting to compare the mean

dimension of (X,Γ) (the dynamical dimension growth) with the comparison radius of C(X)⋊
Γ (the C*-algebraic dimension growth), and this is the main motivation of this paper. Indeed,
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it was shown in [17] that the comparison radius of C(X)⋊Z in general can be nonzero, and

Phillips and Toms also conjectured that the comparison radius of C(X) ⋊ Γ should equal

half of the mean dimension of (X,Γ).

Many results in this direction have been obtained: For free minimal Z-actions, if X is

finite dimensional (hence the dynamical system has mean dimension zero), it was shown in

[46] that the algebra C(X) ⋊ Z has finite nuclear dimension; therefore the C*-algebra has

strict comparison of positive elements, and the radius of comparison is zero. Still with the

assumption that X is finite dimensional, this result was generalized to free minimal actions

by Zd in [42] or by a group with comparison property in [30].

Without assuming X to be finite dimensional, for a free minimal Z-action with zero mean

dimension, it was shown in [15] that the crossed product C*-algebra absorbs the Jiang-Su

algebra (and therefore has finite nuclear dimension by [16]). In particular, this implies that

the comparison radius is 0. For free minimal Z-actions without zero mean dimension, Phillips

showed in [39] that the radius of comparison of C(X)⋊ Z is at most 1 + 36mdim(X, σ,Z).
The argument in [46], [15], or [39] relies on the Putnam’s orbit-cutting algebra (or the

large sub-algebra) Ay; and in the case of zero mean dimension, the argument in [15] also

heavily depends on the small boundary property (which is equivalent to mean dimension

zero in the case of Z-actions).
However, beyond the Z-action case, it is not clear in general how to construct large sub-

algebras; moreover, once the dynamical system does not have mean dimension zero, the

small boundary property does not hold anymore.

To deal with these difficulties, in this paper we consider the following properties of the

dynamical systems and the crossed product C*-algebras:

• Uniform Rokhlin Property (URP). The topological dynamical system (X,Γ) is said to

have the Uniform Rokhlin Property (URP) if there exist disjoint towers with shapes

arbitrarily invariant and all level sets are open, such that the complement of the

towers has arbitrarily small orbit capacity (see Definition 3.1).

• Cuntz comparison of open sets (COS). Consider the C*-algebra C(X)⋊Γ. Note that

any open set E ⊆ X represents a Cuntz equivalence class of C(X) and hence a Cuntz

equivalence class of C(X)⋊ Γ. Denote it by [E]. Then the dynamical system (X,Γ)

is said to have the Cuntz comparison of open sets (COS) if there are λ ∈ R+ and

m ∈ N such that for any open sets

E,F ⊆ X with µ(E) < λµ(F )

for all ergodic measures µ, one has that

[E] ≤ m[F ]

in the Cuntz semigroup of C(X)⋊ Γ. (See Definition 4.1.)

A consequence of the (URP) is that the crossed product C*-algebra C(X) ⋊ Γ can be

(weakly) tracially approximated by homogeneous C*-algebras with dimension ratio at most

the mean dimension of (X,Γ) (see Theorem 3.9); roughly speaking, any element of C(X)⋊Γ

can be approximately decomposed as the (not necessary orthogonal) sum of an element in
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a homogeneous C*-algebra with dimension ratio at most mdim(X,Γ) and an element which

is uniformly small under all traces (i.e., under all ergodic measures).

This tracial approximation property, together with Cuntz comparison of open sets, implies

that the radius of comparison of the crossed product C*-algebra is at most half of the mean

dimension:

Theorem (Theorem 4.8). Let (X,Γ) be a free and minimal topological dynamical system

satisfying the (URP) and (COS). Then,

(1.1) rc(C(X)⋊ Γ) ≤ 1

2
mdim(X,Γ).

All minimal Z-actions have the (URP) (see Lemma 3.6); and if (X,Γ) is an extension of

a free minimal system with small boundary property, it has the (URP) (see Corollary 3.8).

To investigate when C(X)⋊Γ has the (COS), small subgroupoids of X⋊Γ are considered.

These are the open and relatively compact subgroupoids of X⋊Γ, and they can be regarded

as a local version of the orbit-cutting subalgebra Ay. It is well known that the C*-algebra of a

small subgroupoid is subhomogeneous (i.e., the dimensions of its irreducible representations

are uniformly bounded).

It turns out that the C*-algebra of a small subgroupoid is rather special: it is a recursive

subhomogeneous C*-algebra with diagonal maps (see Theorem 6.15); and with a revised

argument of [15], the Cuntz class of diagonal elements of such a C*-algebra are shown

to be determined by their ranks (see Theorem 7.8), provided that the dimensions of the

irreducible representations are sufficiently large, but regardless of the topological dimension

of its spectrum.

This comparison property of diagonal elements leads to a Cuntz comparison of open sets

for (X,Γ): if Γ is amenable and X ⋊ Γ has small subgroupoids with each orbit arbitrarily

invariant, then the dynamical system (X,Γ) has the Cuntz-comparison property on open

sets (see Corollary 7.13). Such small subgroupoids always exist if

• Γ = Z, or
• (X,Γ) is an extension of a free Cantor system and Γ has subexponential growth.

Therefore, in these cases, the dynamical system (X,Γ) has the (COS) (see Corollary 7.9

and Corollary 8.11); in particular, the estimate (1.1) holds (see Corollary 7.10 and Corollary

8.12).

Remark 1.1. In [36], using the adding-one-dimension and going-down argument of [25], the

(COS) and (URP) (and hence the estimate (1.1)) are obtained for arbitrary minimal and

free Zd-actions. Hence (1.1) holds for all minimal free Zd-actions.

In [37], still under the assumption of the (COS) and (URP), it is shown that mdim(X,Γ) =

0 implies that the C*-algebra C(X)⋊ Γ is classified by its Elliott invariant.

2. Notation and preliminaries

2.1. Topological Dynamical Systems.
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Definition 2.1. A topological dynamical system (X,Γ) consists of a separable compact

Hausdorff space X, a discrete group Γ, and a homomorphism Γ → Homeo(X), where

Homeo(X) is the group of homeomorphisms of X, acting on X from the right. In this

paper, we frequently omit the word topological, and just refer it as a dynamical system.

The dynamical system (X,Γ) is said to be free if xγ = x implies γ = e, where x ∈ X and

γ ∈ Γ.

A closed set Y ⊆ X is said to be invariant if

Y γ = Y, γ ∈ Γ,

and the dynamical system (X,Γ) is said to be minimal if ∅ and X are the only invariant

closed subsets.

If Γ = Z, then σ is induced by a single homeomorphism of X, which is still denoted by σ.

In this case, the dynamical system is denoted by (X, σ).

Remark 2.2. In the case Γ = Z, it is well known that (X, σ) is minimal if and only if one of

the following holds:

(1) if Y ⊆ X is closed and σ(Y ) ⊆ Y , then Y = X or Y = ∅;

(2) for any x ∈ X, the forward orbit {x, σ(x), σ2(x)...} is dense;

(3) for any x ∈ X, the orbit {..., σ−1(x), x, σ(x), ...} is dense;

(4) for any non-empty open set U ⊆ X, there is n ∈ N such that

U ∪ σ−1(U) ∪ · · · ∪ σ−n(U) = X.

Definition 2.3. A Borel measure µ on X is invariant if for any Borel set E ⊆ X, one has

µ(E) = µ(Eγ), γ ∈ Γ.

Denote byM1(X,Γ) the set of all invariant Borel probability measures on X. It is a Choquet

simplex under the weak* topology.

Definition 2.4. Let Γ be a (countable) discrete group. Let K ⊆ Γ be a finite set and let

ε > 0. Then a finite set F ⊆ Γ is said to be (K, ε)-invariant if

|FK∆F |
|F |

< ε.

The group Γ is amenable if there is a sequence (Γn) of finite subsets of Γ such that for any

(K, ε), the set Γn is (K, ε)-invariant if n is sufficiently large. The sequence (Γn) is called a

Følner sequence.

The K-interior of a finite set F ⊆ Γ is defined as

intK(F ) = {γ ∈ F : γK ⊆ F}.

Note that

|F \ intK(F )| ≤ |K| |FK \ F | ≤ |K| |FK∆F | ,
and hence for any ε > 0, if F is (K, ε

|K|)-invariant, then

|F \ intK(F )|
|F |

< ε.
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Definition 2.5 (see [34]). Consider a topological dynamical system (X,Γ), where Γ is

amenable, and let E ⊆ X. The orbit capacity of E is defined by

ocap(E) := lim
n→∞

1

|Γn|
sup
x∈X

∑
γ∈Γn

χE(xγ),

where (Γn) is a Følner sequence, and χE is the characteristic function of E. The limit always

exists and is independent from the choice of the Følner sequence (Γn).

Remark 2.6. Orbit capacity has the following properties:

(1) If E is a closed set, then ocap(E) ≤ ε if and only if µ(E) ≤ ε, µ ∈ M1(X,Γ).

(2) The orbit capacity is semicontinuous in the sense that for any closed set D ⊆ X and

any ε > 0, there is an open neighbourhood U ⊇ D such that ocap(U) < ocap(D)+ε.

Definition 2.7 (see [23] and [34]). Let U be an open cover of X. Define

D(U) = min{ord(V) : V is an open cover of X and V ⪯ U},

where

ord(V) = −1 + sup
x∈X

∑
V ∈V

χV (x),

and V ⪯ U means that, for any V ∈ V , there is U ∈ U with V ⊆ U .

Consider a topological dynamical system (X,Γ), where Γ is a discrete amenable group.

The mean topological dimension is defined by

mdim(X,Γ) := sup
U

lim
n→∞

1

|Γn|
D(

∨
γ∈Γn

γ−1(U)),

where U runs over all finite open covers of X, (Γn) is a Følner sequence (the limit is inde-

pendent from the choice of (Γn)), and α ∨ β denotes the open cover

{U ∩ V : U ∈ α, V ∈ β}

for any open covers α and β.

Note that in the case Γ = Z, one has

mdim(X, σ) = sup
U

lim
n→∞

1

n
D(U ∨ σ−1(U) ∨ · · · ∨ σ−n+1(U)).

Remark 2.8. It is shown in [5] that, if Γ is a countable infinite amenable group, then each

number in [0,+∞] can be realized as the mean dimension of a minimal dynamical system

(X,Γ).

Remark 2.9. Motivated by the mean dimension of a topological dynamical system, a version

of mean dimension for simple AH algebras with diagonal maps was also introduced in [35].

In particular, it was used to show that simple unital AH algebras with diagonal map and

with unique trace are classifiable.
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2.2. Crossed product C*-algebras. Consider a topological dynamical system (X,Γ). The

(full) crossed product C*-algebra A = C(X)⋊ Γ is defined to be the universal C*-algebra

C*{f, uγ; uγfu∗γ = f(·γ) = f ◦ γ, uγ1u∗γ2 = uγ1γ−1
2
, ue = 1, f ∈ C(X), γ, γ1, γ2 ∈ Γ}.

The C*-algebra A is nuclear (Corollary 7.18 of [47]) if Γ is amenable. If, moreover, (X,Γ)

is minimal and topologically free, the C*-algebra A is simple (Theorem 5.16 of [8] and

Théorème 5.15 of [48]), i.e., A has no non-trivial two-sided ideals.

2.3. Comparison for positive elements of a C*-algebra.

Definition 2.10. Let A be a C*-algebra, and let a, b ∈ A+. We say that a is Cuntz sub-

equivalent to b, denoted by a ≾ b, if there are xn, yn, n = 1, 2, ..., such that

lim
n→∞

xnbyn = a,

and we say that a is Cuntz equivalent to b if a ≾ b and b ≾ a.

Denote by Mn(A) the C*-algebra of n×n matrices over A. Regard Mn(A) as the upper-left

corner of Mn+1(A), denote by

M∞(A) =
∞⋃
n=1

Mn(A),

the algebra of all finite matrices over A, and denote by Tr the standard (unbounded) trace

of M∞(C).
Let τ : A→ C be a tracial state. Then define the rank function

dτ (a) := lim
n→∞

(τ ⊗ Tr)(a
1
n ) = µτ⊗Tr(sp(a) ∩ (0,+∞)), a ∈ M∞(A)+,

where µτ⊗Tr is the Borel measure induced by τ ⊗ Tr on sp(a), the spectrum of a.

It is well known that for any a, b ∈ Mn(A)
+ for some n ∈ N, if a ≾ b, then

dτ (a) ≤ dτ (b).

Example 2.11. Consider f ∈ C(X)+ and let µ be a Borel probability measure on X. Then

dτµ = µ(f−1(0,+∞)),

where τµ is the trace of C(X) defined by

τµ(f) =

∫
fdµ, f ∈ C(X).

Let f, g ∈ C(X) be positive functions, and define the open sets

E = f−1(0,+∞) and F = g−1(0,+∞).

Then f ≾ g if, and only if, E ⊆ F . That is, the Cuntz equivalence classes of f and g are

determined by their open supports.

For each open set E ⊆ X, pick a continuous function φE : X → [0,+∞) satisfying

(2.1) E = φ−1
E (0,+∞).
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For instance, one can pick φE(x) = d(x,X \ E), where d is a compatible metric on X. The

notation φE will be used throughout the paper. Note that the Cuntz equivalence class of φE

is independent of the choice of the individual function φE.

Definition 2.12. Let a ∈ A+, where A is a C*-algebra, and let ε > 0. Define

(a− ε)+ = f(a) ∈ A,

where f(t) = max{t− ε, 0}.

The following is a frequently used fact on Cuntz comparison.

Lemma 2.13 (Section 2 of [41]). Let a, b be positive elements of a C*-algebra A. Then a ≾ b

if and only if (a− ε)+ ≾ b for all ε > 0.

Definition 2.14 (Definition 6.1 of [43]). The radius of comparison of a unital C*-algebra A,

denoted by rc(A), is the infimum of the set of real numbers r > 0 such that if a, b ∈ M∞(A)+

satisfy

dτ (a) + r < dτ (b), τ ∈ T(A),

then a ≾ b, where T(A) is the simplex of tracial states. (In [43], the radius of comparison

is defined in terms of quasitraces instead of traces; but since all the algebras considered in

this paper are nuclear, by [26], any quasitrace actually is a trace.)

Example 2.15. Let X be a compact Hausdorff space. Then

(2.2) rc(Mn(C(X))) ≤ 1

2

dim(X)− 1

n
,

where dim(X) is the topological covering dimension of X (a lower bound of rc(C(X)) in

terms of cohomological dimension is given in [12]).

The main purpose of this paper is to investigate whether the dynamical version of (2.2)

holds, that is, whether one has

rc(C(X)⋊ Γ) ≤ 1

2
mdim(X,Γ).

3. Uniform Rokhlin property and structure of C(X)⋊ Γ

Let us first consider a Rokhlin property for a dynamical system (X,Γ). It turns out that

this Rokhlin property implies that the crossed-product C*-algebra C(X)⋊ Γ can be weakly

tracially approximated by (not necessary unital) homogeneous C*-algebras.

3.1. Uniform Rokhlin Property.

Definition 3.1. A topological dynamical system (X,Γ), where Γ is a discrete amenable

group, is said to have the Uniform Rokhlin Property (URP) if for any ε > 0 and any finite set

K ⊆ Γ, there exist closed sets B1, B2, ..., BS ⊆ X and (K, ε)-invariant sets Γ1,Γ2, ...,ΓS ⊆ Γ

such that

Bsγ, γ ∈ Γs, s = 1, ..., S,
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are mutually disjoint and

ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) < ε.

In fact, in the definition of the (URP), the base sets B1, ..., BS can also be assumed to be

open:

Lemma 3.2. A topological dynamical system (X,Γ) has the (URP) if, and only if, it satisfies

Definition 3.1 but with B1, ..., BS being open sets, instead.

Proof. Let (K, ε) be given. Assume there exist closed sets B1, B2, ..., BS ⊆ X and (K, ε)-

invariant sets Γ1,Γ2, ...,ΓS ⊆ Γ such that

Bsγ, γ ∈ Γs, s = 1, ..., S,

are mutually disjoint and

ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) < ε.

Since each Bs, s = 1, ..., S, is compact, one can choose an open neighbourhood B′
s of Bs such

that

B′
sγ, γ ∈ Γs, s = 1, ..., S

are mutually disjoint. Then

ocap(X \
S⊔

s=1

⊔
γ∈Γs

B′
sγ) ≤ ocap(X \

S⊔
s=1

⊔
γ∈Γs

Bsγ) < ε,

and thus satisfies Definition 3.1 with open base sets.

For the converse, assume there exist open sets B1, B2, ..., BS ⊆ X and (K, ε)-invariant sets

Γ1,Γ2, ...,ΓS ⊆ Γ such that

Bsγ, γ ∈ Γs, s = 1, ..., S,

are mutually disjoint and

ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) < ε.

Consider the closed set X \
⊔S

s=1

⊔
γ∈Γs

Bsγ. It has an open neighbourhood U such that

ocap(U) < ε (see Remark 2.6), and there is a closed subset B′
s ⊆ Bs, s = 1, ..., S, such that

X \
S⊔

s=1

⊔
γ∈Γs

B′
sγ ⊆ U.

Indeed, B′
s can be chosen as

⋃
γ∈Γs

(U c ∩ (Bsγ))γ
−1 (note that U c is closed in X, U c ⊆⊔S

s=1

⊔
γ∈Γs

Bsγ, and each Bsγ is open; so each set U c ∩ (Bsγ) is closed in X). Then the

closed sets B′
s satisfy Definition 3.1 (with base sets closed). □

Theorem 3.3 (Theorem 5.5 of [30]). If (X,Γ) is free and has small boundary property, then

(X,Γ) has the (URP).
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Remark 3.4. In the case that Γ = Zd, it follows from Theorem 1.10.1 of [24], that if (X,Zd)

is an extension of free dynamical system with the small boundary property, then it has the

Topological Rokhlin Property in the sense of 1.9 of [24] (actually, the proof of 1.10.1 of [24]

shows that the dynamical system (X,Zd) has the (URP)).

Remark 3.5. The level sets of the towers obtained in [30] actually have arbitrarily small

diameter, and this is referred by the authors as the property of almost finiteness in measure

(Definition 3.5 of [30]). This property is shown to be equivalent to the small boundary

property (Theorem 5.5 of [30]). In the case that X is a Cantor set, the result is also obtained

in [6].

It follows from Corollary 3.4 of [33] that any free minimal Z-action has the (URP):

Lemma 3.6. Let σ : X → X be a homeomorphism, and assume that (X, σ) is an extension

of a free minimal system. Then, for any ε > 0 and any N ∈ N, there is a closed set B ⊆ X

such that

σi(B), i = 0, ..., N − 1

are disjoint and

ocap(X \
N−1⊔
i=0

σi(B)) < ε.

In particular, (X, σ) has the (URP) (with S = 1).

Proof. Let ε > 0 and N ∈ N be arbitrary. It follows from Corollary 3.4 of [33] that there is

a continuous function n : X → [0,+∞) such that

ocap{x : n(σ(x)) ̸= n(x) + 1 or n(x) /∈ Z} ≤ ε

2N(N(2N + 1) + 1)
.

Consider the level sets

E ′
k = n−1(k), k = 0, 1, 2, ...

and the (open) set

F = σ−N+1(F0) ∪ σ−N+2(F0) ∪ · · · ∪ σN−2(F0) ∪ σN−1(F0),

where

F0 = {x : n(σ(x)) ̸= n(x) + 1}.
Note that

n(σk(x)) = n(x) + k, x ∈ X \ F, −N + 1 ≤ k ≤ N − 1,

(3.1) ocap(F ) ≤ 2N · ocap(F0) ≤ δ :=
ε

N(2N + 1) + 1
.

and

(3.2) ocap(X \
∞⊔
k=0

E ′
k) ≤

ε

2N(N(2N + 1) + 1)
< δ.

Define

El :=
∞⊔
i=0

E ′
iN+l, l = 0, ..., N − 1,
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and define

B = (E0 \ F ) ∩ σ−1(E1 \ F ) ∩ · · · ∩ σ−N+1(EN−1 \ F ).
For each l = 0, 1, ..., N − 1, since E ′

iN+l, i = 0, 1, ..., is eventually empty, the set El is closed,

and hence the set B is closed as well. Since

B ⊆ E0, σB ⊆ E1, ..., σ
N−1(B) ⊆ EN−1,

and E0, E1, ..., EN−1 are mutually disjoint, one has that

B, σ(B), ..., σN−1(B)

are mutually disjoint. Thus, B, σ(B), ..., σN−1(B) form a tower.

Let us estimate ocap(X \
⊔N−1

l=0 σl(B)). Note that

E0 \B = E0 \ ((E0 \ F ) ∩ σ−1(E1 \ F ) ∩ σ−2(E2 \ F ) ∩ · · · ∩ σ−N+1(EN−1 \ F ))
= (E0 ∩ F ) ∪ (E0 \ σ−1(E1 \ F )) ∪ · · · ∪ (E0 \ σ−N+1(EN−1 \ F ))
= (E0 ∩ F ) ∪ σ−1(σ(E0) \ (E1 \ F )) ∪ · · · ∪ σ−N+1(σN−1(E0) \ (EN−1 \ F ))
= (E0 ∩ F ) ∪ σ−1(σ((E0 \ F ) ∪ (E0 ∩ F )) \ (E1 \ F )) ∪ · · · ∪

σ−N+1(σN−1((E0 ∪ F ) ∪ (E0 ∩ F )) \ (EN−1 \ F ))
⊆ (E0 ∩ F ) ∪ σ−1(E1 ∪ σ(E0 ∩ F ) \ (E1 \ F )) ∪ · · · ∪

σ−N+1(EN−1 ∪ σN−1(E0 ∩ F ) \ (EN−1 \ F ))
⊆ (E0 ∩ F ) ∪ σ−1((E1 ∩ F ) ∪ σ(E0 ∩ F )) ∪ · · · ∪

σ−N+1((EN−1 ∩ F ) ∪ σN−1(E0 ∩ F )),

and hence by (3.1),

ocap(E0 \B) ≤ ocap(E0 ∩ F ) + (ocap(E1 ∩ F ) + ocap(E0 ∩ F )) + · · ·+
(ocap(EN−1 ∩ F ) + ocap(E0 ∩ F )) ≤ 2Nδ.

Therefore, for any l = 1, 2, ..., N − 1, one has

ocap(El \ σl(B)) = ocap(σ−l(El) \B)

= ocap(σ−l((El \ F ) ∪ (El ∩ F )) \B)

≤ ocap((E0 ∪ σ−l(El ∩ F )) \B)

≤ ocap((E0 \B) ∪ σ−l(El ∩ F ))
≤ (2N + 1)δ,

and thus, together with (3.2),

ocap(X \
N−1⊔
l=0

σl(B)) = ocap((X \
N−1⊔
l=0

El) ∪ (
N−1⊔
l=0

El) \
N−1⊔
l=0

σl(B))

≤ ocap(X \
∞⊔
k=0

E ′
k) +

N−1∑
l=0

ocap(El \ σl(B))

≤ δ +N(2N + 1)δ < ε,
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as desired. □

Lemma 3.7. If a dynamical system (X,Γ) is an extension of a dynamical system (Y,Γ)

which is free and has the (URP), then (X,Γ) has the (URP).

Proof. Denote the quotient map from (X,Γ) to (Y,Γ) by π. Note that for any set E ⊆ Y , one

has ocap(π−1(E)) ≤ ocap(E). Since (Y,Γ) has the (URP), for any ε > 0 and any finite set

K ⊆ Γ, there exist closed sets B1, B2, ..., BS ⊆ X and (K, ε)-invariant sets Γ1,Γ2, ...,ΓS ⊆ Γ

such that

Bsγ, γ ∈ Γs, s = 1, ..., S

are mutually disjoint and

ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) < ε.

Then the closed sets

π−1(Bs), s = 1, 2, ..., S

together with Γs, s = 1, 2, ..., S, form disjoint Rokhlin towers of (X,Γ) with complement of

orbit capacity at most ε. □

Since any free topological dynamical system with the small boundary property has the

(URP) (Theorem 5.5 of [30]; see Theorem 3.3 above), one has the following corollary.

Corollary 3.8. If a topological dynamical system (X,Γ) is an extension of a free dynamical

system with small boundary property, then (X,Γ) has the (URP). In particular, if (X,Γ) is

an extension of a free minimal Cantor system, (X,Γ) has the (URP).

3.2. A tracial approximation structure for C(X) ⋊ Γ. Considering a topological dy-

namical system (X,Γ) with the (URP), let us show that the C*-algebra C(X) ⋊ Γ can be

(weakly) tracially approximated by (not necessarily unital) homogeneous C*-algebras with

dimension ratio almost dominated by the mean dimension of (X,Γ).

Theorem 3.9. Let (X,Γ) be a dynamical system with the (URP). The C*-algebra A :=

C(X) ⋊ Γ has the following property: For any finite set {f1, f2, ..., fn} ⊆ Mm(A) (where

m ∈ N), h ∈ C(X)+ with h(x) ≥ 3
4
, x ∈ F for a closed set F ⊆ X, and any δ > 0,

there exist a positive element p ∈ C(X) ⊆ A with ∥p∥ ≤ 1, a sub-C*-algebra C ⊆ A with

C ∼=
⊕S

s=1 MKs(C0(Zs)) for some K1, ..., KS ∈ N and some locally compact Hausdorff spaces

Z1, ..., ZS together with compact subsets [Zs] ⊆ Zs, s = 1, ..., S, {f ′
1, f

′
2, ..., f

′
n} ⊆ Mm(A), and

h′ ∈ C(X)+ such that if pm := p⊗ 1m ∈ Mm(A) ∼= A⊗Mm(C), then
(1) ∥h− h′∥ < δ, ∥fi − f ′

i∥ < δ, i = 1, 2, ..., n;

(2) ∥pmf ′
i − f ′

ipm∥ < δ, i = 1, 2, ..., n;

(3) p ∈ C, ph′p ∈ C, and pmf
′
ipm ∈ Mm(C), i = 1, 2, ..., n;

(4) dim([Zs])
Ks

< mdim(X,Γ) + δ, s = 1, ..., S;

(5) µ(X \ p−1(1)) < δ, µ ∈ M1(X,Γ);



COMPARISON RADIUS AND MEAN DIMENSION 13

(6) under the isomorphism C ∼=
⊕S

s=1 MKs(C0(Zs)), one has

rank((ph′p− 1

4
)+(z)) ≥ Ks(min

µ
µ(F )− δ), z ∈ [Zs],

where µ runs through M1(X,Γ);

(7) under the isomorphism C ∼=
⊕S

s=1 MKs(C0(Zs)), the element p has the form

p =
S⊕

s=1

diag{ps,1, ..., ps,Ks},

where ps,i : Zs → [0, 1], and

1

Ks

|{1 ≤ i ≤ Ks : ps,i(z) = 1}| > 1− δ, z ∈ [Zs], s = 1, ..., S.

In particular, one has

rank(p(z)) > Ks(1− δ), z ∈ [Zs], s = 1, ..., S,

and

Tr(p(z)) > Ks(1− δ), z ∈ [Zs], s = 1, ..., S;

(8) still under the isomorphism C ∼=
⊕S

s=1 MKs(C0(Zs)), any diagonal element of C

actually is in C(X), and if f ∈ C+ is an diagonal element satisfying f |[Zs] = 1Ks,

s = 1, ..., S, then, as an element of C(X),

µ(X \ f−1(1)) < δ, µ ∈ M1(X,Γ).

Before proving Theorem 3.9, we have the following two lemmas on partition of unity, which

are elementary and might be well known.

Lemma 3.10. Let V1, ..., Vn be open subsets of X, where X is a separable locally compact

Hausdorff space. Let D be a compact subset of
⋃n

i=1 Vi. Then there are continuous functions

ϕi : X → [0, 1], i = 1, ..., n, such that

(1) supp(ϕi) ⊆ Vi, i = 1, ..., n,

(2)
∑n

i=1 ϕi(x) = 1, x ∈ D.

Proof. Pick open sets V ′
i ⊆ Vi, i = 1, ..., n, such that V ′

i ⊆ Vi and D ⊆
⋃n

i=1 V
′
i . Pick

continuous functions gi : X → [0, 1] such that

(3.3) gi|V ′
i
= 1 and gi|V c

i
= 0, i = 1, ..., n.

Define
ϕ1 = g1,

ϕ2 = (1− g1)g2,

· · ·
ϕn = (1− g1)(1− g2) · · · (1− gn−1)gn.

It is clear that supp(ϕi) ⊆ Vi, i = 1, ..., n. Note that

ϕ1 + · · ·+ ϕn = 1− (1− g1)(1− g2) · · · (1− gn),
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and hence by (3.3),

ϕ1(x) + · · ·+ ϕn(x) = 1, x ∈
n⋃

i=1

V ′
i ⊇ D,

as desired. □

Lemma 3.11. Let X be a separable compact Hausdorff space, and let V and W be two finite

collections of open subsets such that V∪W forms a cover of X. Assume there are continuous

functions ϕV : X → [0, 1], V ∈ V such that

(1) supp(ϕV ) ⊆ V , V ∈ V,
(2)

∑
V ∈V ϕV (x) ≤ 1, x ∈ X, and

(3) int((
∑

V ∈V ϕV )
−1(1)) ∪

⋃
W∈W W = X.

Then, there are continuous functions ϕW , W ∈ W, such that

{ϕV , ϕW , V ∈ V , W ∈ W}

form a partition of unity subordinate to V ∪W.

Proof. Consider the function

g :=
∑
V ∈V

ϕV ,

and list W = {W1,W2, ...,Wn}. Since int(g−1(1)) ∪
⋃

W∈W W = X, there are open sets W ′
1,

W ′
2, ..., W

′
n such that W ′

1 ⊆ W1, W ′
2 ⊆ W2, ..., W ′

2 ⊆ W2 and

(3.4) int(g−1(1)) ∪ (W ′
1 ∪W ′

2 ∪ · · · ∪W ′
n) = X.

Pick continuous functions g1, g2, ..., gn such that gi|W ′
i
= 1, gi|W c

i
= 0, i = 1, 2, ..., n.

Define
h1 = (1− g)g1,

h2 = (1− g)(1− g1)g2,

· · ·
hn = (1− g)(1− g1)(1− g2) · · · (1− gn−1)gn.

It is clear that supp(hi) ⊆ Wi. Moreover,

h1 + h2 + · · ·+ hn = (1− g)(1− (1− g1)(1− g2) · · · (1− gn)).

Then

h1(x) + h2(x) + · · ·+ hn(x) = 1− g(x), x ∈ W ′
1 ∪ · · · ∪W ′

n,

and hence

g(x) + h1(x) + h2(x) + · · ·+ hn(x) = 1, x ∈ W ′
1 ∪ · · · ∪W ′

n,

Note that

h1(x)+ h2(x)+ · · ·+ hn(x) = (1− g)(1− (1− g1)(1− g2) · · · (1− gn)) = 0, x ∈ int(g−1(1)),

and then by (3.4),

g(x) + h1(x) + h2(x) + · · ·+ hn(x) = 1, x ∈ X.

Then

{ϕV : V ∈ V} ∪ {hi : i = 1, 2, ..., n}
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form a partition of unity subordinate to V ∪W , as desired. □

The following lemma particularly asserts that each Rokhlin tower corresponds to a matrix

algebra over the C*-algebra of the base set.

Lemma 3.12. Let A be a C*-algebra. Let u1, u2, ..., un ∈ A be unitaries with u1 = 1, and

let G ⊆ A be a finite set. Assume that

(3.5) (aui)(u
∗
jb) = 0, i ̸= j, a, b ∈ G.

Then there is an isomorphism

C∗{u∗i a : i = 1, 2, ..., n, a ∈ G} ∼= Mn(C
∗(G))

under which

u∗1a1u1 + · · ·+ u∗nanun 7→ diag{a1, ..., an}, a1, ..., an ∈ G.

Proof. Denote by C = C∗{u∗i a : i = 1, 2, ..., n, a ∈ G} ⊆ A, and consider

D := {u∗1au1 + u∗2au2 + · · ·+ u∗naun : a ∈ C∗(G)}.

Note that D is isomorphic to C∗(G) by (3.5).

Embed A into the enveloping von Neumann algebra A′′. Let a be a strictly positive element

of C*(G) with norm 1, and let p denote the w*-limit of a
1
n , n = 1, 2, ..., in A′′. Then p is an

(open) projection with pa = a, a ∈ A.

Consider

vi := pui ∈ A′′, i = 1, 2, ..., n.

Then, it follows from (3.5) that viv
∗
j = δi,jp; that is, the elements {v1, v2, ..., vn} form a

system of matrix units, and thus the C*-algebra generated by {v1, v2, ..., vn} is isomorphic

to Mn(C).
For any a ∈ C*(G), by (3.5), one has

u∗i p(u
∗
1au1 + · · ·+ u∗naun) = u∗i pau

∗
1 = u∗i a = u∗i ap = (u∗1au1 + · · ·+ u∗naun)u

∗
i p,

(u∗1pu1 + · · ·+ u∗npun)(u
∗
1au1 + u∗2au2 + · · ·+ u∗naun) = u∗1au1 + · · ·u∗naun,

and

(u∗1au1 + u∗2au2 + · · ·+ u∗naun)(u
∗
1pu1 + · · ·+ u∗npun) = u∗1au1 + · · ·u∗naun.

That is, D and {v1, v2, ..., vn} commute, and u∗1pu1+· · ·+u∗npun, which equals v∗1v1+· · ·+v∗nvn,
acts on D as the unit. Therefore the C*-algebra generated by D and {v1, v2, ..., vn} is unital

and is isomorphic to the tensor product D̃⊗Mn(C) ∼= Mn(D̃), where D̃ is the unitization of

D.

Since

(pu∗i )(u
∗
1au1 + u∗2au2 + · · ·+ u∗naun) = aui, a ∈ G, i = 1, 2, ..., n,

the C*-algebra C is a sub-C*-algebra of D̃ ⊗Mn(C) generated by products of 1D̃ ⊗Mn(C)
and D ⊗ 1Mn(C), which is exactly the sub-C*-algebra D ⊗Mn(C) ∼= Mn(D). □
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Proof of Theorem 3.9. It is enough to show the theorem for m = 1, i.e., f1, ..., fn ∈ A.

For the case m ̸= 1, write fi = (f
(i)
j,k) where f

(i)
j,k ∈ A, and then apply the theorem with

{f (i)
j,k : 1 ≤ i ≤ n, 1 ≤ j, k ≤ m} and δ

m2 in place of {f1, f2, ..., fn} and δ respectively, together

with the given function h and the given closed set F .

Without loss of generality, one may assume

fi =
∑
γ∈N

fi,γuγ

for some finite set N ⊆ Γ with e ∈ N = N−1, and some fi,γ ∈ C(X). Denote by

M = max{1, ∥fi,γ∥ : i = 1, ..., n, γ ∈ N}.

Since X is compact, there is an open cover O such that

(3.6) |fi,γ(x)− fi,γ(y)| <
δ

2|N |
, x, y ∈ U ∈ O, i = 1, ..., n, γ ∈ N ,

and

|h(x)− h(y)| < δ

2|N |
, x, y ∈ U ∈ O.

Pick a natural number

(3.7) L >
8M |N |

δ
,

and pick a finite set K ⊆ Γ and ε > 0 so that if a finite set Γ0 ⊆ Γ is (K, ε)-invariant, then

1

|Γ0|
D(

∨
γ∈Γ0

Oγ) < mdim(X,Γ) + δ.

For any x ∈ X, denote by δx the Dirac measure concentrated at x; and for any finite set

Γ0 ⊆ Γ, set δx,Γ0 =
1

|Γ0|
∑

γ∈Γ0
δxγ.

One may then again assume K is sufficiently large and ε is sufficiently small so that if a

finite set Γ0 ⊆ Γ is (K, ε)-invariant, then

(3.8) δx,Γ0(F ) ≥ min{µ(F ) : µ ∈ M1(X,Γ)} −
δ

2
, x ∈ X,

and

(3.9)
|Γ0 \ intNL+1(Γ0)|

|Γ0|
<
δ

2
.

Since (X,Γ) has the (URP), there exist closed sets B1, B2, ..., BS ⊂ X and (K, ε)-invariant

sets Γ1,Γ2, ...,ΓS ⊆ Γ such that

Bsγ, γ ∈ Γs, s = 1, ..., S,

are mutually disjoint and

(3.10) ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) <
δ

2
.
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For each Γs, s = 1, 2, ..., S, pick Us ⪯
∨

γ∈Γs
Oγ such that

ord(Us) = D(
∨
γ∈Γs

Oγ).

For each Bs, s = 1, 2, ..., S, choose open sets U s
3 ⊇ U s

2 ⊇ U s
1 ⊇ Bs such that U s

3 ⊇ U s
2 ,

U s
2 ⊇ U s

1 , and

U s
3γ, γ ∈ Γs, s = 1, 2, ..., S,

are disjoint.

Consider

Us ∩ U s
2 := {U ∩ U s

2 : U ∈ Us}.
It is an open cover of Bs with order at most ord(Us). Also consider

Us ∩ (U s
3 \ U s

1 ) := {U ∩ (U s
3 \ U s

1 ) : U ∈ Us}.

Then their union

(U ∩ U s
2 ) ∪ (U ∩ (U s

3 \ U s
1 )) = {U ∩ U s

2 , U ∩ (U s
3 \ U s

1 ) : U ∈ Us}

forms an open cover of U s
3 , and denote this open cover by Vs.

Pick an open cover W of the closed set X \
⊔S

s=1

⊔
γ∈Γs

U s
3γ such that

(3.11) |fi,γ(x)− fi,γ(y)| <
δ

2|N |
, x, y ∈ W ∈ W , i = 1, ..., n, γ ∈ N ,

|h(x)− h(y)| < δ

2|N |
, x, y ∈ W ∈ W ,

and

W ∩ U s
2γ = ∅, W ∈ W , γ ∈ Γs, s = 1, 2, ..., S.

Then

X = W ∪ {V γ : V ∈ Vs, γ ∈ Γs, s = 1, ..., S, }
forms an open cover of X.

Pick an open set U s
3
′ ⊆ U s

3 such that U s
3
′ ⊆ U3 and

(
S⋃

s=1

⋃
γ∈Γs

U s
3
′γ) ∪ (

⋃
W∈W

W ) = X.

By Lemma 3.10, there are functions ϕV : X → [0, 1], V ∈ Vs, satisfying

(1) supp(ϕV ) ⊆ V , V ∈ Vs,

(2)
∑

V ∈Vs
ϕV (x) = 1, x ∈ U s

3
′.

Translate these functions to Vsγ, γ ∈ Γs, and by Lemma 3.11, there is a partition of unity

subordinate to X = W ∪ {V γ : V ∈ Vs, γ ∈ Γs, s = 1, ..., S, } in the form of

{ψW : W ∈ W} ∪ {γ(ϕV ) : V ∈ Vs, γ ∈ Γs, s = 1, ..., S}.

Consider the sub-C*-algebra

(3.12) C := C∗{u∗γϕV : V ∈ Vs, γ ∈ Γs, s = 1, 2, ..., S} ⊆ C(X)⋊ Γ.
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A straightforward calculation shows that if γ1 ̸= γ2, then, for any V1, V2 ∈ Vs,

(ϕV1uγ1)(u
∗
γ2
ϕV2) = uγ1((ϕV1 ◦ γ−1

1 )(ϕV2 ◦ γ−1
2 ))u∗γ2 = 0.

Hence, by Lemma 3.12, C is isomorphic to

S⊕
s=1

M|Γs|(C*{ϕV : V ∈ Vs})

and the set of diagonal elements of C under this isomorphism consists of

(3.13)
S∑

s=1

∑
γ∈Γs,V ∈Vs

u∗γϕV uγ =
S∑

s=1

∑
γ∈Γs,V ∈Vs

ϕV ◦ γ−1 ∈ C(X).

For each s = 1, 2, ..., S, consider the set

Zs := (
∏
V ∈Vs

ϕV )(X) ⊆ R|Vs|

and

(3.14) [Zs] := (
∏
V ∈Vs

ϕV )(Bs) ⊆ Zs.

Note that

dim([Zs]) ≤ ord(Us) = D(
∨
γ∈Γs

Oγ),

and by Lemma 4.3 of [15],

C∗{ϕV : V ∈ Vs} ∼= C0(Zs).

In particular,
dim([Zs])

|Γs|
≤ 1

|Γs|
D(

∨
γ∈Γs

Oγ) ≤ mdim(X,Γ) + δ,

and this verifies Property (4).

Now, let f ∈ C+ be a diagonal element satisfying f |[Zs] = 1Ks , s = 1, ..., S, with respect

to the isomorphism above. Then, by (3.13) and (3.14), one has that, as an element of C(X),

f |Bsγ = 1, s = 1, ..., S, γ ∈ Γs,

and by (3.10),

µ(X \ f−1(1)) ≤ µ(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ) < δ, µ ∈ M1(X,Γ).

This, together with (3.13), verifies Property (8).

For each s = 1, 2, ..., S, define

χs =
∑

V ∈Us∩Us
2

ϕV ∈ C(X) ∩ C.

It is clear that 0 ≤ χs(x) ≤ 1, x ∈ X,

(3.15)

{
χs(x) = 1, x ∈ Bs;

χs(x) = 0, x /∈ U s
2 .



COMPARISON RADIUS AND MEAN DIMENSION 19

For each Γs, s = 1, 2, ..., S, define the subsets (see Definition 2.4 for the notation intK(F ))

Γs,L+1 = intNL+1(Γs),

Γs,L = intNL(Γs) \ intNL+1(Γs),

Γs,L−1 = intNL−1(Γs) \ intNL(Γs),
...

...
...

Γs,0 = Γs \ intN (Γs).

Then, for any γ ∈ N , one has

(3.16) Γs,lγ ⊆ Γs,l−1 ∪ Γs,l ∪ Γs,l+1, 1 ≤ l ≤ L.

Indeed, pick an arbitrary γ′ ∈ Γs,l. By the construction, one has

(3.17) γ′N l ⊆ Γs but γ′N l+1 ⊈ Γs.

Therefore

γ′γN l−1 ⊆ γ′N l ⊆ Γs

and hence γ′γ ∈ intN l−1Γs (since e ∈ N l−1).

Thus, to show (3.16), one only has to show that γ′γ /∈ intN l+2Γs. Suppose γ
′γN l+2 ⊆ Γs.

Since N is symmetric, one has γ−1 ∈ N ; hence N l+1 ⊆ γN l+2 and

γ′N l+1 ⊆ γ′γN l+2 ⊆ Γs,

which contradicts (3.17).

Also note that for each γ ∈ N ,

(3.18) Γs,L+1γ ⊆ Γs,L+1 ∪ Γs,L

For each γ ∈ Γs, define

ℓ(γ) = l, if γ ∈ Γs,l.

By (3.16) and (3.18), the function ℓ satisfies

(3.19) |ℓ(γγ′)− ℓ(γ)| ≤ 1, γ′ ∈ N , γ ∈ Γs,1 ∪ · · · ∪ Γs,L+1.

Define

p =
S∑

s=1

∑
γ∈Γs\Γs,0

ℓ(γ)− 1

L
χs ◦ γ−1

=
S∑

s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
χs ◦ γ−1

=
S∑

s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
u∗γχsuγ ∈ C(X) ∩ C.
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Then, by (3.15) (and (3.9)),

ocap(X \ p−1(1))

≤ max{|Γs \ intNL+1(Γs)|
|Γs|

: s = 1, ..., S}+ ocap(X \
S⊔

s=1

⊔
γ∈Γs

Bsγ)

≤ δ

2
+
δ

2
< δ,

and this proves Property (5).

It follows from Lemma 3.12 that under the isomorphism C ∼=
⊕S

s=1 M|Γs|(C*{ϕV : V ∈
Vs}), one has

p =
S⊕

s=1

diag{0, ℓ(γ)− 1

L
χs ◦ γ−1 : γ ∈ Γs \ Γs,0}.

Denote the diagonal functions by ps,i, s = 1, ..., S, i = 1, ..., Ks.

Note that p|Bsγ = 1, γ ∈ Γs,L+1. Therefore, for any z =
∏

V ∈Vs
ϕV (x) ∈ [Zs], s = 1, ..., S,

where x ∈ Bs, one has

1

Ks

|{1 ≤ i ≤ Ks : ps,i(z) = 1}| =
1

|Γs|
|{γ ∈ Γs : p(xγ) = 1}|

≥ 1−max{|Γs \ intNL+1(Γs)|
|Γs|

: s = 1, ..., S}

> 1− δ.

This verifies Property (7).

Note that, by the construction of C (see (3.12)),

χ
1
2
s uγ = (

∑
V ∈Us∩Us

2

ϕV )
1
2uγ ∈ C, γ ∈ Γs.

Also note that, for each γ′ ∈ N and each γ ∈ Γs,l, l = 1, 2, ..., L + 1, one has that γγ′ ∈ Γs.

Hence

puγ′ =
S∑

s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
u∗γχsuγγ′ =

S∑
s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
(u∗γχ

1
2
s )(χ

1
2
s uγγ′) ∈ C,

and therefore,

(3.20) puγp ∈ C, γ ∈ N .

Also note that, for each γ′ ∈ N , by (3.19) and (3.7),

∥∥u∗γ′puγ′ − p
∥∥ =

∥∥∥∥∥∥
S∑

s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
χs ◦ (γγ′)−1 −

S∑
s=1

L+1∑
l=1

∑
γ∈Γs,l

l − 1

L
χs ◦ γ−1

∥∥∥∥∥∥
= max{

∣∣∣∣ℓ(γγ′)− 1

L
− ℓ(γ)− 1

L

∣∣∣∣ : γ ∈ Γs \ Γs,0, s = 1, 2, ..., S}

<
1

L
<

δ

8M |N |
,
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and hence

(3.21) ∥pfi − fip∥ <
δ

8
, i = 1, 2, ..., n.

For each U ∈ X , pick a point xU ∈ U . For each fi, define

f ′
i =

∑
γ∈N

(
∑
U∈X

fi,γ(xU)ϕU)uγ,

and

h′ =
∑
U∈X

h(xU)ϕU .

Then, by (3.6) and (3.11),

∥f ′
i − fi∥ =

∥∥∥∥∥∑
γ∈N

(fi,γ − (
∑
U∈X

fi,γ(xU)ϕU))uγ

∥∥∥∥∥(3.22)

< |N | ( δ

2 |N |
) =

δ

2
< δ,

and the same argument shows that

∥h− h′∥ < δ.

This verified Properties (1).

Moreover, note that for any U ∈ X , either (in the case that U ∈ W)

U ∩ (
S⋃

s=1

⋃
γ∈Γs

U s
2γ) = ∅

or U is contained inside some U s
3γ. Since

ϕW (x) = 0, if x ∈
S⋃

s=1

⋃
γ∈Γs

U s
3
′γ ⊇

S⋃
s=1

⋃
γ∈Γs

U s
2γ

for any W ∈ W , and since

p(x) = 0, x /∈
S⋃

s=1

⋃
γ∈Γs

U s
2γ,

one has

pf ′
ip = p

∑
γ′∈N

(
∑
U∈X

fi,γ′(xU)ϕU)uγ′p =
∑
γ′∈N

(
∑
U∈X

fi,γ′(xU)ϕU)puγ′p

=
∑
γ′∈N

S∑
s=1

∑
γ∈Γs

∑
U⊆Us

3γ,U∈X

fi,γ′(xU)ϕUpuγ′p

=
∑
γ′∈N

S∑
s=1

∑
γ∈Γs

∑
U∈Vsγ

fi,γ′(xU)ϕUpuγ′p

=
∑
γ′∈N

S∑
s=1

∑
γ∈Γs

∑
U∈Vs

fi,γ′(xUγ)(ϕU ◦ γ−1)puγ′p ∈ C,
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since ϕU ◦ γ−1 = u∗γϕUuγ ∈ C, γ ∈ Γs, U ∈ Vs and puγ′p ∈ C, γ′ ∈ N (see (3.20)). The same

argument shows that ph′p ∈ C. This verifies Properties (3). By (3.21) and (3.22), Property

(2) follows.

For Property (6), pick an arbitrary x ∈ Bs. By (3.8),

1

|Γs|

∣∣∣∣{γ ∈ Γs : h(xγ) ≥
3

4
}
∣∣∣∣ ≥ 1

|Γs|
|{γ ∈ Γs : xγ ∈ F}|

≥ min{µ(F ) : µ ∈ M1(X,Γ)} −
δ

2
.(3.23)

Since ∥h− h′∥ < δ < 1
2
, and p|Bsγ = 1, γ ∈ Γs,L+1, one has that

(ph′p)(xγ) >
1

4
, if h(xγ) ≥ 3

4
, γ ∈ Γs,L+1;

and hence

(ph′p− 1

4
)+(xγ) > 0, if h(xγ) ≥ 3

4
, γ ∈ Γs,L+1.

Thus, regarding (ph′p− 1
4
)+ as an element of C ∼=

⊕S
s=1 M|Γs|(C0(Zs)), one has (by (3.23))

that, for any z ∈ [Zs] (with z =
∏

V ∈Vs
ϕV (x) for some x ∈ Bs),

1

|Γs|
rank(ph′p− 1

4
)+(z) =

1

|Γs|

∣∣∣∣{γ ∈ Γs : (ph
′p− 1

4
)+(xγ) > 0}

∣∣∣∣
≥ 1

|Γs|

∣∣∣∣{γ ∈ Γs,L+1 : h(xγ) ≥
3

4
}
∣∣∣∣

≥ 1

|Γs|

∣∣∣∣{γ ∈ Γs : h(xγ) ≥
3

4
}
∣∣∣∣− |Γs \ Γs,L+1|

|Γs|
≥ min{µ(F ) : µ ∈ M1(X,Γ)} − δ,

as desired. □

4. Comparison of open sets, comparison radius, and mean topological

dimension

Definition 4.1. Consider a topological dynamical system (X,Γ), where X is a compact

Hausdorff space and Γ is a discrete amenable group. It is said to have (λ,m)-Cuntz-

comparison on open sets, where λ ∈ (0, 1] and m ∈ N, if for any open sets E,F ⊆ X

with

µ(E) < λµ(F ), µ ∈ M1(X,Γ),

then

φE ≾ φF ⊕ · · · ⊕ φF︸ ︷︷ ︸
m

in C(X)⋊ Γ.

The dynamical system (X,Γ) is said to have Cuntz comparison on Open Sets (COS) if it

has (λ,m)-Cuntz-comparison on open sets for some λ and m.
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Let (X,Γ) be a minimal free dynamical system. Assume that (X,Γ) has the (URP) and

(COS). The main result of this section is that the comparison radius of C(X)⋊Γ is at most
1
2
mdim(X,Γ) (see Theorem 4.8).

First, one needs some preparations. Let a ∈ A+, where A is a C*-algebra, and let ε > 0.

Recall that (Definition 2.12)

(a− ε)+ = f(a) ∈ A,

where f(t) = max{t− ε, 0}. Note

((a− ε1)+ − ε2)+ = (a− ε1 − ε2)+,

and also note that, by Proposition 2.2 of [41], if ∥a− b∥ < ε, then (a− ε)+ ≾ b. These facts

are used throughout this section.

Let (X,Γ) be a free dynamical system, and assume that E : C(X) ⋊ Γ → C(X) is a

conditional expectation, where C(X)⋊ Γ is a crossed-product C*-algebra. Then

(4.1) E(uγ) = 0, γ ∈ Γ \ {e}.

Indeed, let γ ∈ Γ \ {e} and consider E(uγ) ∈ C(X). Note that for all g ∈ C(X), since

u∗γguγ ∈ C(X), one has

gE(uγ) = E(guγ) = E(uγu∗γguγ) = E(uγ)(u∗γguγ).

Assume E(uγ) ̸= 0. Then there is x0 ∈ X such that E(uγ)(x0) ̸= 0. Since (X,Γ) is free, one

has x0 ̸= x0γ
−1. Pick g ∈ C(X) such that g(x0) = 1 and g(x0γ

−1) = 0. Then

g(x0)E(uγ)(x0) = E(uγ)(x0) ̸= 0 = E(uγ)(x0)g(x0γ−1) = E(uγ)(x0)(u∗γguγ)(x0),

which is a contradiction.

Then, one has the following lemma, which is similar to Lemma 3.1 of [13].

Lemma 4.2. Let (X,Γ) be a free topological dynamical system, where Γ is a discrete group.

Let C(X) ⋊ Γ be a crossed product C*-algebra with a faithful conditional expectation E :

C(X) ⋊ Γ → C(X) (the faithful conditional expectation exists if Γ is amenable, see, for

instance, Proposition 4.1.9 of [1]). Let a ∈ C(X)⋊ Γ be a nonzero positive element. Then,

there is a positive nonzero element h ∈ C(X) such that h ≾ a.

Proof. Since E is faithful, one may assume that ∥E(a)∥ = 1. One asserts that for arbitrary

ε > 0, there is p ∈ C(X) such that ∥p∥ = 1 and

pap ≈ε pE(a)p ≈ε p
2.

Then h := (p2 − 2ε)+ ≾ pap ≾ a satisfies the statement of the lemma.

Let us prove the assertion. Without loss of generality, one may assume

a =
n∑

i=1

fgiugi , fgi ∈ C(X), gi ∈ Γ.

Since (X,Γ) is free, by (4.1), one has that fe = E(a). Since ∥fe∥ = 1, there is a point x ∈ X

such that fe(x) = 1; since the action is free, there is p ∈ C(X)+ such that ∥p∥ = 1, pfe ≈ε p,

and

pugip = (p(p ◦ σgi))ugi = 0, i = 1, 2, ..., n.
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Then p is the desired function. □

Lemma 4.3. Let (X,Γ) be a dynamical system with the (URP), and assume that |Γ| = ∞.

Then, for any r ∈ (0,+∞) and any ε > 0, there is a positive element h ∈ M∞(C(X)) such

that

|dτ (h)− r| < ε, τ ∈ T(C(X)⋊ Γ).

Moreover, h can be chosen to have the form h = diag{h0, 1, ..., 1︸ ︷︷ ︸
⌊r⌋

} for some h0 ∈ C(X)

together with a closed set F ⊆ X such that h0(x) = 1, x ∈ F , and

min
µ
µ(F ) ≥ {r} − ε,

where µ runs through M1(X,Γ), ⌊r⌋ is the integer part of r, and {r} is the decimal part of

r.

Proof. First note that since |Γ| = ∞, it has the property that |Γn| → ∞ for any Følner

sequence Γn, n = 1, 2, ... . Otherwise, if there is a Følner sequence (Γn) and M > 0 such

that |Γn| < M , n = 1, 2, ..., then, for any finite K ⊆ Γ with |K| > M and e ∈ K, since

Γn is (K, 1
2M

)-invariant for sufficiently large n and |Γn| < M , one has that ΓnK = Γn for

sufficiently large n. But |K| ≤ |ΓnK| = |Γn| < M , which contradicts to the choice of K.

Also note that one only has to prove the lemma for a rational number r = m
n
withm,n ∈ N

and 1
n
< ε (one does not require that (m,n) = 1).

Assume r ≤ 1. Since (X,Γ) has the (URP), there exist closed sets B1, B2, ..., BS ⊆ X and

(K, ε)-invariant sets Γ1,Γ2, ...,ΓS ⊆ Γ such that

(1) Bsγ, γ ∈ Γs, s = 1, 2, ..., S are disjoint, and

(2) ocap(X \
⊔S

s=1

⊔
γ∈Γs

Bsγ) < ε.

Note that Γ1, ..., ΓS can be chosen so that

(4.2) |Γs| > n2, s = 1, 2, ..., S.

Pick open sets Us ⊇ Bs, s = 1, 2, ..., S, so that

Usγ, γ ∈ Γs, s = 1, 2, ..., S

are disjoint. By (4.2), there are Γ′
s ⊆ Γs, s = 1, 2, ..., S, such that

(4.3)
m

n
− ε ≤ |Γ′

s|
|Γs|

≤ m

n
.

Put

U =
S⊔

s=1

⊔
γ∈Γ′

s

Usγ.

Then, by (4.3), for any µ ∈ M1(X,Γ),

µ(U) =
S∑

s=1

|Γ′
s|µ(Us) ≤

m

n

S∑
s=1

|Γs|µ(Us) ≤
m

n
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and

µ(U) =
S∑

s=1

|Γ′
s|µ(Us) ≥ (

m

n
− ε)

S∑
s=1

|Γs|µ(Us) ≥ (
m

n
− ε)(1− ε) >

m

n
− 2ε.

Then the function h := φU satisfies the lemma (with d = 1 and F1 =
⊔S

s=1

⊔
γ∈Γ′

s
Bsγ).

For general r, pick h0 to satisfy the lemma for {r}; and the element

diag{h0, 1, ..., 1︸ ︷︷ ︸
⌊r⌋

}

satisfies the lemma. □

Definition 4.4. A positive element a of a C*-algebra A is said to be compact if sp(a) ∩
(0, δ) = ∅ for some δ > 0.

Note that if a is a compact element, then a is Cuntz equivalent to the spectral projection

χ( δ
2
,+∞)(a) where δ satisfies sp(a) ∩ (0, δ) = ∅.

Lemma 4.5. Let A be a C*-algebra, and let a, b be nonzero positive elements of A with

a⊗ 1N+1 ≾ b⊗ 1N for some N ∈ N, and assume that b is not compact. Then, for any ε > 0,

there are nonzero positive elements b1, b2 such that

(1) b1 ⊥ b2,

(2) b1, b2 ∈ bAb, and

(3) (a− ε)+ ⊗ 1N+1 ≾ b2 ⊗ 1N .

Proof. Since b is not compact, one has that sp(b) ∩ (0, δ) ̸= ∅ for all δ > 0. Note that, for

the given ε, there is δ > 0 such that (a− ε)+ ⊗ 1N+1 ≾ (b− δ)+ ⊗ 1N . Then, b1 := fδ(b) and

b2 := (b− δ)+, where fδ(t) = max{0, t(δ − t)}, are desired elements. □

Lemma 4.6. For any ε ∈ (0, 1) and any nonzero x = (xi,j) ∈ ML(A) (for some L ∈ N),
where A is a C*-algebra, there is δ(ε, ∥x∥ , L) > 0, such that for any a, b, p ∈ A+ with

∥a∥ , ∥b∥ , ∥p∥ ≤ 1 satisfying

(1) ∥a⊗ 1M − x∗(b⊗ 1N)x∥ < ε, for some M,N ∈ N,
(2) ∥pxi,j − xi,jp∥ < δ, and

(3) p, pap, pbp, pxi,jp are in a sub-C*-algebra C ⊆ A,

there is c ∈ C such that

(1) (pap− 102ε)+ ⊗ 1M ≾ c⊗ 1N in C, and

(2) c ≾ p(b− ε3

8max{1,∥x∥6})+p in A.

Proof. Set

ε0 =
ε3

2max{1, ∥x∥6}
and ε1 =

ε

4 ∥x∥2
.

For each t0 ∈ (0,+∞), define the positive function

ht0(t) =


1, t ≥ t0;

0, t ≤ t0
2
;

linear, t0
2
< t < t0.
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Choose δ ∈ (0, ε
2L2 ) sufficiently small such that

(4.4)
∥∥∥(h 1

2
ε1(y)⊗ 1L)x− x(h

1
2
ε1(y)⊗ 1L)

∥∥∥ < ε

for any y ∈ A+ with ∥xi,jy − yxi,j∥ < δ and ∥y∥ ≤ 1. Note that the choice of δ only depends

on ε, ∥x∥, and L. Indeed, pick a polynomial P (t) = c1t+ · · ·+ cnt
n such that∥∥∥P (y)− h

1
2
ε1(y)

∥∥∥ < ε

4
, ∥y∥ ≤ 1.

Set

δ =
ε

2nL2max{|ci| : i = 1, ..., n} ∥x∥
.

Then

∥(P (y)⊗ 1L)x− x(P (y)⊗ 1L)∥ <
ε

2
if ∥xi,jy − yxi,j∥ < δ, and hence∥∥∥(h 1

2
ε
4
(y)⊗ 1L)x− x(h

1
2
ε
4
(y)⊗ 1L)

∥∥∥ ≤ ∥(P (y)⊗ 1L)x− x(P (y)⊗ 1L)∥+
ε

2
< ε.

One asserts that this δ satisfies the conclusion of the lemma.

Let a, b, p ∈ A+ satisfy the conditions of the lemma. Then, by (4.4), with

h̄ε1(t) := h
1
2
ε1(t)/t and z := ((p− ε1)+h̄ε1(p)⊗ 1L)x(h

1
2
ε1(p)⊗ 1L)

(h̄ε1 is a well-defined continuous function on R), one has

(p⊗ 1L)(x
∗(b⊗ 1N)x)(p⊗ 1L)

≈2L2δ x∗(p⊗ 1L)(b⊗ 1N)(p⊗ 1L)x

≈ε x∗((p− ε1)+ ⊗ 1L)((b− ε0)+ ⊗ 1N)((p− ε1)+ ⊗ 1L)x

= x∗(hε1(p)(p− ε1)+ ⊗ 1L)((b− ε0)+ ⊗ 1N)((p− ε1)+hε1(p)⊗ 1L)x

≈2ε (h
1
2
ε1(p)⊗ 1L)x

∗(h
1
2
ε1(p)(p− ε1)+ ⊗ 1L)((b− ε0)+ ⊗ 1N)

((p− ε1)+h
1
2
ε1(p)⊗ 1L)x(h

1
2
ε1(p)⊗ 1L)

= (h
1
2
ε1(p)⊗ 1L)x

∗(h̄ε1(p)(p− ε1)+ ⊗ 1L)((p(b− ε0)+p)⊗ 1N)

((p− ε1)+h̄ε1(p)⊗ 1L)x(h
1
2
ε1(p)⊗ 1L)

= z∗(p(b− ε0)+p⊗ 1N)z.

Hence, together with the assumption of the lemma,

(4.5) (pap⊗ 1M) ≈ε (p⊗ 1L)(x
∗(b⊗ 1N)x)(p⊗ 1L) ≈5ε z

∗(p(b− ε0)+p⊗ 1N)z.

Since p ∈ C and pxi,jp ∈ C, i, j = 1, ..., L, one has that

h̄ε1(p)xi,jh
1
2
ε1(p) ∈ C

(the functions h̄ε1 and h
1
2
ε1 take value 0 at 0), and hence z ∈ ML(C), and

z∗(pbp⊗ 1N)z ∈ ML(C).
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Since ∥∥(p− ε1)+h̄ε1(p)
∥∥ ≤ 1

ε1
,

one has

∥z∥ ≤
∥∥(p− ε1)+h̄ε1(p)

∥∥ ∥x∥∥∥∥h 1
2
ε1(p)

∥∥∥ ≤ ∥x∥
ε1

,

and hence

∥z∗(p(b− ε0)+p⊗ 1N)z − z∗(pbp⊗ 1N)z∥ < ε0 ∥z∥2 < ε0
∥x∥2

ε21
≤ 32ε.

By (4.5), one has

∥pap⊗ 1M − z∗(pbp⊗ 1N)z∥ < 32ε+ 6ε = 38ε,

and hence

∥(pap− 16ε)+ ⊗ 1M − z∗((pbp)− ε0)+ ⊗ 1N)z∥
≤ ∥pap⊗ 1M − z∗(pbp⊗ 1N)z∥+ 16ε+ ε0 ∥z∥2

< 38ε+ 16ε+ 32ε = 86ε.

Therefore,

(pap− 102ε)+ ⊗ 1M ≾ ((pap− 16ε)+ − 86ε)+ ⊗ 1M

≾ z∗((pbp− ε0)+ ⊗ 1N)z

≾ (pbp− ε0)+ ⊗ 1N ,

in the algebra M∞(C). Since

∥(pbp− ε0
4
)+ − p(b− ε0

4
)+p∥ <

ε0
2
,

one has

(pbp− ε0)+ ≾ ((pbp− ε0
4
)+ − ε0

2
)+ ≾ p(b− ε0

4
)+p

in the algebra A. Then c := (pbp− ε0)+ ∈ C has the desired property. □

The following lemma is well known. A proof is included for reader’s convenience.

Lemma 4.7. Let A be a simple non-elementary C*-algebra, and let n ∈ N be arbitrary.

Then there are nonzero positive elements e1, ..., en ∈ A which are mutually orthogonal and

mutually Cuntz equivalent.

Proof. Since A is non-elementary, it contains a positive element with spectrum containing

infinitely many points, and hence there are nonzero positive elements e1, e2, ..., en ∈ A which

are mutually orthogonal.

Consider e1 and e2. Since A is simple, for any ε > 0, there are x1, ..., xn, y1, ..., yn for some

n ∈ N such that x1e1y1 + · · ·+ xne1yn ≈ε e2. In particular, with ε sufficiently small, there is

x ∈ A such that z1 := e1xe2 ̸= 0. Note that

z1z
∗
1 ∈ e1Ae1 and z∗1z1 ∈ e2Ae2.
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With the polar decomposition of z1 and a continuous functional calculus, one may assume

that there is a positive element e′1 with norm one such that

e′1(z1z
∗
1) = e′1.

Replacing e1, e2 by z1z
∗
1 and z∗1z1 respectively, one obtains nonzero positive elements

e1, e2, ..., en

which are mutually orthogonal and e1 = z1z
∗
1 , e2 = z∗1z1. Moreover, there is a positive

element e′1 with norm one such that

(4.6) e1e
′
1 = e′1.

Using the simplicity again, the same argument as above shows that there is z2 ∈ A \ {0}
such that

(4.7) z2z
∗
2 ∈ e′1Ae

′
1 and z∗2z2 ∈ e3Ae3,

and, moreover, there is a positive element e′′1 with norm one such that

e′′1(z2z
∗
2) = e′′1.

Note that

((z2z
∗
2)

1
2 z1)

∗((z2z
∗
2)

1
2 z1) ∈ e2Ae2

and by (4.6) and (4.7),

(4.8) ((z2z
∗
2)

1
2 z1)((z2z

∗
2)

1
2 z1)

∗ = (z2z
∗
2)

1
2 z1z

∗
1(z2z

∗
2)

1
2 = (z2z

∗
2)

1
2 e1(z2z

∗
2)

1
2 = z2z

∗
2 .

Therefore, replacing e1, e
′
1, e2, e3, and z1 by z2z

∗
2 , e

′′
1, ((z2z

∗
2)

1
2 z1)

∗((z2z
∗
2)

1
2 z1), z

∗
2z2, and (z2z

∗
2)

1
2 z1

respectively, one obtains positive elements

e1, e2, ..., en

which are mutually orthogonal and e1 = z1z
∗
1 , e2 = z∗1z1, and e1 = z2z

∗
2 , e3 = z∗2z2. Moreover,

there is a positive element e′1 with norm one such that e1e
′
1 = e′1.

Repeating this argument finitely many times, one obtains nonzero positive elements

e1, e2, ..., en

which are mutually orthogonal and elements z1, ..., zn−1 such that

e1 = ziz
∗
i and ei+1 = z∗i zi, i = 1, ..., n− 1.

(Note that one needs the element e′1 in each step to satisfy (4.6) so that the argument of

(4.8) can proceed; the element e1 of the previous step is replaced by an element of e′1Ae
′
1,

and e′1 is then replaced by e′′1 which is dominated by the new e1 so that (4.6) still holds for

the argument of the next step to proceed.) Then the elements e1, e2, ..., en clearly satisfy the

lemma. □
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Theorem 4.8. Let (X,Γ) be a free and minimal topological dynamical system satisfying the

(URP) and (COS).

Let a, b be non-zero positive elements of M∞(C(X)⋊ Γ) such that

dτ (a) + r < dτ (b), τ ∈ T(C(X)⋊ Γ),

for some r > 1
2
mdim(X,Γ). Then a ≾ b. In other words,

rc(C(X)⋊ Γ) ≤ 1

2
mdim(X,Γ).

Proof. One only has to prove the statement for |Γ| = ∞. In the case that Γ is a finite

group, since the action is minimal, one has that the system (X,Γ) is conjugate to the

action of Γ on itself by translation. Hence (X,Γ) has mean topological dimension zero and

C(X) ⋊ Γ ∼= M|Γ|(C), which has zero radius of comparison. In particular, the statement of

the theorem holds.

Let us assume that |Γ| = ∞. Moreover, without loss of generality, one may assume that

∥a∥ = ∥b∥ = 1, and b is not a compact element (since C(X)⋊Γ is simple and non-elementary,

there is a non-compact positive element b′ ∈ b(C(X)⋊ Γ)b such that

dτ (b)− dτ (b
′) < r − 1

2
mdim(X,Γ)

for all τ , and then

dτ (a) + r′ < dτ (b
′)

for all τ ∈ T(C(X)⋊ Γ), where r′ := r − supτ{dτ (b)− dτ (b
′)} > 1

2
mdim(X,Γ)).

Pick r′ ∈ (1
2
mdim(X,Γ), r) and some δ′ > 0 such that

dτ (a) + r′ + 3δ′ < dτ (b), τ ∈ T(C(X)⋊ Γ).

Since |Γ| = ∞, by Lemma 4.3 (with r = 1
2
mdim(X,Γ)+2δ′ and ε = δ′), there is a positive

element h ∈ M+
∞(C(X)) such that∣∣∣∣dτ (h)− (

1

2
mdim(X,Γ) + 2δ′)

∣∣∣∣ < δ′, τ ∈ T(C(X)⋊ Γ),

and

(4.9) dτ (h) >
1

2
mdim(X,Γ) + 2δ′ − δ′ =

1

2
mdim(X,Γ) + δ′, τ ∈ T(C(X)⋊ Γ),

Note that

(4.10) dτ (a) + dτ (h) < dτ (a) +
1

2
mdim(X,Γ) + 2δ′ + δ′ < dτ (a) + r′ + 3δ′ < dτ (b),

for any τ ∈ T(C(X)⋊ Γ). Moreover, by Lemma 4.3, h can be chosen such that

h = diag{h0, 1, ..., 1︸ ︷︷ ︸
d

}

for a positive function h0 ∈ C(X), some integer d, and h0(x) = 1 on a closed set F with

(4.11) min
µ
µ(F ) + d ≥ (

1

2
mdim(X,Γ) + 2δ′)− δ′ =

1

2
mdim(X,Γ) + δ′,

where µ runs through M1(X,Γ).
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Pick m ∈ N such that a, b, h ∈ Mm(C(X)⋊ Γ).

Since C(X) ⋊ Γ is nuclear, all quasitraces are traces. By Theorem 4.3 of [41], any lower

semicontinuous dimension function of C(X)⋊Γ has the form dτ (·) for some τ ∈ T(C(X)⋊Γ).

Since (X,Γ) is minimal, the C*-algebra C(X) ⋊ Γ is simple. Hence the Cuntz class of b

is a strong order unit of the Cuntz semigroup of C(X) ⋊ Γ (see Proposition 4.2 of [3]). By

(4.10) and the proof of Proposition 3.2 of [41], there is N ∈ N such that

(a⊕ h)⊗ 1N+1 ≾ b⊗ 1N .

Let ε ∈ (0, 1
408

) be arbitrary, since b is not compact, by Lemma 4.5, there are nonzero

positive elements b1 and b2 such that

(1) b1 ⊥ b2,

(2) b1, b2 ∈ bAb, and

(3) ((a− ε)+ ⊕ (h− ε)+)⊗ 1N+1 ≾ b2 ⊗ 1N .

By (3), there is δ > 0 such that

(4.12) ((a− 2ε)+ ⊕ (h− 2ε)+)⊗ 1N+1 ≾ (b2 − δ)+ ⊗ 1N .

Since (X,Γ) has the (COS), the C*-algebra C(X) ⋊ Γ has (λ,m′)-Cuntz-comparison of

open sets for some λ ∈ R+ and m′ ∈ N. Fix λ and m′.

Consider the nonzero positive element b1. Since C(X)⋊ Γ is simple and non-elementary,

the hereditary C*-algebra generated by b1 is also simple and non-elementary. By Lemma

4.7, there are mutually orthogonal nonzero positive elements b
(1)
1 , ..., b

(m′)
1 in the hereditary

C*-algebra generated by b1 such that b
(1)
1 , ..., b

(m′)
1 are mutually Cuntz equivalent. By Lemma

4.2, there exists a nonzero positive element b̃1 ∈ C(X) such that b̃1 ≾ b
(1)
1 , and hence there

are nonzero positive elements b1,1, b1,2 ∈ C(X) such that

b1,1 ⊥ b1,2,

and

(4.13) b1,1 ⊗ 1m′ + b1,2 ⊗ 1m′ = (b1,1 + b1,2)⊗ 1m′ ≾ b̃1 ⊗ 1m′ ≾ b
(1)
1 + · · ·+ b

(m′)
1 ≾ b1.

By (4.12), there is x = (xi,j) ∈ ML(Mm(A)) (for some L ∈ N) such that

(4.14) ∥((a− 2ε)+ ⊕ (h− 2ε)+)⊗ 1N+1 − x∗((b2 − δ)+ ⊗ 1N)x∥ <
ε

16
.

Let δ′′ = δ(ε, ∥x∥ , L) be the constant of Lemma 4.6 with respect to x and ε. Moreover,

δ′′ can be chosen so that

δ′′ < min{ ε
16
,

ε3

8max{1, ∥x∥6}
}

and if ∥pc− cp∥ < δ′′ for some positive elements p, c in some C*-algebra with ∥c∥ , ∥p∥ ≤ 1,

then

(4.15)
∥∥∥pcp− (1− p2)

1
2 c(1− p2)

1
2

∥∥∥ < ε.

Applying Theorem 3.9 with {(a − 2ε)+, (b2 − δ)+, xi,j : 1 ≤ i, j ≤ L} in place of

{f1, f2, ..., fn}, (h0 − 2ε)+ in place of h (note that the value of (h0 − 2ε)+ at any point of
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F is at least 3
4
), and min{ δ′

4(d+1)
, δ′′, 1

m
λ{infν{ν(b−1

1,s(0,+∞)) : ν ∈ M1(X,Γ)} : s = 1, 2} in

place of δ, there are

a′, h′ = diag{h′0, (1− 2ε)1A, ..., (1− 2ε)1A︸ ︷︷ ︸
d

}, b′, x′ = (x′i,j), y
′, and p = p′ ⊗ 1m

for some p′, h′0 ∈ C(X)+ with ∥p′∥ ≤ 1, and a sub-C*-algebra C ⊆ A andA ∼=
⊕S

s=1MKs(C0(Zs))

for locally compact metrizable spaces Zs together with a compact set [Zs] ⊆ Zs such that

(4.16) ∥(a− 2ε)+ − a′∥ < ε

16
, ∥(h− 2ε)+ − h′∥ < ε

16
, ∥x− x′∥ < δ′′ <

ε

4

(4.17) ∥(b2 − δ)+ − b′∥ < ε3

8max{1, ∥x∥6}
<

ε

16
,

(4.18)
∥∥px′i,j − x′i,jp

∥∥ < δ′′, 1 ≤ i, j ≤ L,

(4.19) ∥pa′ − a′p∥ < δ′′

(4.20) p′ ∈ C, p′h′0p
′ ∈ C, px′i,jp, pa

′p, ph′p, pb′p ∈ Mm(C),

(4.21) µ(X \ (p′)−1(1)) <
1

m
λ{inf

ν
{ν(b−1

1,2(0,+∞))}, µ ∈ M1(X,Γ),

and

(4.22)
dim([Zs])

Ks

< mdim(X,Γ) + δ′, s = 1, 2, ..., S,

and, under the isomorphism C ∼=
⊕S

s=1MKs(C0(Zs)),

(4.23) rank((p′h′0p
′ − 1

4
)+(z)) ≥ Ks(min

µ
µ(F )− δ′

4
), z ∈ [Zs],

and

(4.24) rank(p(z)) ≥ Ks(1−
δ′

4(d+ 1)
), z ∈ [Zs].

Moreover, still under the isomorphism C ∼=
⊕S

s=1 MKs(C0(Zs)), if f ∈ C+ is an diagonal

element satisfying f |Zs = 1Ks , s = 1, ..., S, then f ∈ C(X), and

(4.25) µ(X \ f−1(1)) <
1

m
λ{inf

ν
{ν(b−1

1,1(0,+∞))}, µ ∈ M1(X,Γ).

Note that, by (4.23), (4.24) and (4.11), for any z ∈ [Zs],

rank((ph′p− 1

4
)+(z)) = rank((p′h′0p

′ − 1

4
)+(z)) + d · rank(p(z))

≥ Ks(min
µ
µ(F )− δ′

4
) + dKs(1−

δ′

4(d+ 1)
)

≥ Ks(min
µ
µ(F ) + d− δ′

4
− δ′

4
)

≥ Ks(
1

2
mdim(X,Γ) + δ′ − δ′

2
).
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Then, since (ph′p − 102ε)+ ≿ (ph′p − 1
4
)+ (ε is assumed to be at most 1

408
), by (4.22), one

has that for any z ∈ [Zs],

rank(ph′p− 102ε)+(z) ≥ rank((ph′p− 1

4
)+(z))(4.26)

≥ Ks(
1

2
mdim(X,Γ) + δ′ − δ′

2
)

=
Ks

2
(mdim(X,Γ) + δ′)

>
1

2
dim([Zs]) >

1

2
(dim([Zs])− 1).

Since C(X)⋊ Γ has (λ,m′)-comparison on open sets, it follows from (4.21) that

(4.27) 1− p2 ≾ b1,2 ⊗ 1m′ .

Note that, without loss of generality, one may assume that ∥x∥ = ∥x′∥. By (4.14), (4.16),

and (4.17),

∥(a′ ⊕ h′)⊗ 1N+1 − (x′)∗(b′ ⊗ 1N)x
′∥ < ε;

together with (4.18) and (4.20), it follows from Lemma 4.6 that there is c ∈ Mm(C)

(4.28) ((pa′p− 102ε)+ ⊕ (ph′p− 102ε)+)⊗ 1N+1 ≾ c⊗ 1N

in Mm(C) and

(4.29) c ≾ p(b′ − ε3

8max{1, ∥x∥6}
)+p

in Mm(A). By (4.28),

dτ ((pa
′p− 102ε)+) + dτ ((ph

′p− 102ε)+) < dτ (c), τ ∈ T(C);

and hence

rank((pa′p− 102ε)+(z)) + rank((ph′p− 102ε)+(z)) < rank(c(z)), z ∈ Zs, s = 1, ..., S.

Therefore, by (4.26),

rank((pa′p− 102ε)+(z)) +
dim([Zs])− 1

2
< rank(c(z)), z ∈ [Zs], s = 1, ..., S.

and by Theorem 4.6 of [44],

(pa′p− 102ε)+|[Zs] ≾ c|[Zs] in Mm(MK(C([Zs]))).

There is then a positive central element g ∈ Mm(C) with g = g′ ⊗ 1m for some g′ ∈ C(X)+

(and g′ ∈ C) such that ∥g′∥ = 1, g′|[Zs] = 1Ks , and

(4.30) (g((pa′p− 102ε)+)g − ε)+ ≾ c

in Mm(C). Since g
′|[Zs] = 1Ks , s = 1, ..., S, by (4.25) and (λ,m′)-comparison, one has

(4.31) 1− g2 ≾ b1,1 ⊗ 1m′ .
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Note that

(pa′p− 102ε)+ = g((pa′p− 102ε)+)g + (1− g2)
1
2 (pa′p− 102ε)+(1− g2)

1
2

≈ε (g((pa′p− 102ε)+)g − ε)+ +

(1− g2)
1
2 (pa′p− 102ε)+(1− g2)

1
2 .

Therefore, together with (4.18) and (4.15),

a ≈2ε (a− 2ε)+

≈ε a′

≈ε pa′p+ (1− p2)
1
2a′(1− p2)

1
2

≈102ε (pa′p− 102ε)+ + (1− p2)
1
2a′(1− p2)

1
2

≈ε (g((pa′p− 102ε)+)g − ε)+ + (1− g2)
1
2 (pa′p− 102ε)+(1− g2)

1
2

+(1− p2)
1
2a′(1− p2)

1
2 ,

and hence

(a− 107ε)+ ≾ (g((pa′p− 102ε)+)g − ε)+ + (1− g2)
1
2 (pa′p− 102ε)+(1− g2)

1
2

+(1− p2)
1
2a′(1− p2)

1
2

≾ c⊕ (1− g2)⊕ (1− p2) (by (4.30))

≾ p(b′ − ε3

8max{1, ∥x∥6}
)+p⊕ (1− g2)⊕ (1− p2) (by (4.29))

≾ (b2 − δ)+ ⊕
⊕
m′

b1,1 ⊕
⊕
m′

b1,2 (by (4.17), (4.27), and (4.31))

≾ b2 ⊕ b1 ≾ b (by (4.13)).

Since ε is arbitrarily small, one has that a ≾ b, as desired. □

5. Recursive subhomogeneous C*-algebras with diagonal maps

In the rest of paper, let us investigate Cuntz-comparison of Open Sets (COS) for a given

dynamical system (X,Γ). Let us start with a special class of concrete C*-algebras which will

appear naturally as the C*-algebras of small subgroupoids of a transformation groupoid (see

Section 6). Any C*-algebra in this class enjoys a comparison property of diagonal elements

(see Theorem 7.8), and this eventually leads to the (COS) for (X,Γ) if small subgroupoids

with arbitrarily large orbits exist (see Corollary 7.13).

Recall that

Definition 5.1 ([38]). The class of recursive subhomogeneous C*-algebras (RSH algebras)

is the smallest class R of C*-algebras which is closed under isomorphism and such that:

(1) if X is a compact Hausdorff space and n ≥ 1, then Mn(C(X)) ∈ R,

(2) R is closed under the following pull back construction: if A ∈ R, X is a compact

Hausdorff space, X(0) ⊆ X is closed, φ : A → Mn(C(X
(0))) is any unital homomor-

phism, and ρ : Mn(C(X)) → Mn(C(X
(0))) is the restriction homomorphism, then the
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pullback

A⊕Mn(C(X(0))) Mn(C(X)) = {(a, f) ∈ A⊕Mn(C(X)) : φ(a) = ρ(f)}

is in R.

From the definition, it is clear that any recursive subhomogeneous C*-algebra can be

written in the form

A ∼=
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
l
Cl,

with Ck = Mn(k)(C(Xk)) for compact Hausdorff spaces Xk and positive integers n(k), with

C
(0)
k = Mn(k)(C(X

(0)
k )) for compact subsets X

(0)
k ⊆ Xk (possible empty), and where the maps

Ck → C
(0)
k are always the restriction maps. An expression of this type will be referred to as a

decomposition of A, and the notation used here will be referred to as the standard notation

for a decomposition.

The RSH algebras considered in this paper will have the gluing maps φ being of diagonal

type:

Definition 5.2. Let

A =
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK

be an RSH algebra. A homomorphism ϕ : A→ Mn(C(Y )), where Y is a compact metrizable

space, is said to be of diagonal type if there is a partition

Y = Y1 ⊔ Y2 ⊔ · · · ⊔ Yn

such that for each Yi, there are continuous maps λ
(i)
1 : Yi → Xt1 , λ

(i)
2 : Yi → Xt2 , ...,

λ
(i)
si : Yi → Xtsi

for some si ∈ N such that

ϕ((f0, f1, ..., fK))|Yi
=


ft1 ◦ λ

(i)
1

ft2 ◦ λ
(i)
2

. . .

ftsi ◦ λ
(i)
si

 ,

where (f0, f1, ..., fK) ∈ A.

Consider the crossed product C*-algebra C(X)⋊Z, and consider a closed set Y ⊆ X with

nonempty interior. The Putnam sub-C*-algebra AY ⊆ C(X) ⋊ Z is an RSH with diagonal

maps in a natural way. The construction was introduced in [27] for X being the Cantor set

and then was generalized in [31] for a general X. (More examples will be constructed in the

next section using groupoids.)

Definition 5.3. Let Y be a closed subset of X with non-empty interior. The C*-algebra

AY is defined by

AY := C*{f, ug; f, g ∈ C(X), g|Y = 0} ⊆ C(X)⋊ Z.
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Let us collect some basic properties of this sub-C*-algebra:

Consider the first return times

{j ∈ N ∪ {0}; σj(x) ∈ Y , σi(x) /∈ Y , 1 ≤ i ≤ j − 1 for some x ∈ Y }.

Since σ is minimal, X is compact, and Y has a non-empty interior, this set of numbers is

finite; let us write it as

J1 < J2 < · · · < JK

for some K ∈ N. Since X is an infinite set and σ is minimal, the first return time J1 is

arbitrarily large if Y is sufficiently small.

For each 1 ≤ k ≤ K, consider the (locally compact—see below) subset of X

Zk = {x ∈ Y ; σJk(x) ∈ Y but σi(x) /∈ Y for any 1 ≤ i ≤ Jk − 1}.

Then the sets

{Z1, σ(Z1), ..., σ
J1−1(Z1)}, ..., {Zk, σ(Zk), ..., σ

Jk−1(Zk)}

—which are naturally listed as shown—form a partition of X. This is often called a Rokhlin

partition.

Lemma 5.4 ([31]; see also [32] or Lemma 2.15 of [39]). In terms of the notation introduced

above, one has that, for each 1 ≤ k ≤ K,

(1) the set Z1 ∪ · · · ∪ Zk is closed (and so Zk is locally compact),

(2) the set Zk ∩ (Z1 ∪ · · · ∪ Zk−1) is the disjoint union of the subsets

Wt1,...,ts = ∂Zk ∩ Zt1 ∩ σ−Jt1 (Zt2) ∩ · · · ∩ σ−(Jt1+···+Jts−1 )(Zts),

where Jt1 + Jt2 + · · ·+ Jts = Jk for some 1 ≤ t1, t2, ..., ts ≤ k.

A quite explicit description of the subalgebra AY of the crossed product, a C*-algebra of

type I, was obtained by Q. Lin ([31]). It is a subhomogeneous algebra of order at most JK .

In fact, it is an RSH algebra with all gluing maps being diagonal.

Theorem 5.5 ([31]; see also [32] or Theorem 2.22 of [39]). In terms of the notation in-

troduced above, one has that the C*-algebra AY is isomorphic to the sub-C*-algebra of⊕K
k=1 MJk(C(Zk)) consisting of the elements (F1, ..., FK) with

Fk|Wt1,...,ts
=


Ft1|Wt1,...,ts

Ft2 ◦ σJt1 |Wt1,...,ts

. . .

Fts ◦ σJts−1|Wt1,...,ts


whenever

Wt1,...,ts = ∂Zk ∩ Zt1 ∩ σ−Jt1 (Zt2) ∩ · · · ∩ σ−(Jt1+···+Jts−1 )(Zts) ̸= Ø,

where Jt1 + Jt2 + · · ·+ Jts = Jk.
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Moreover, for any f, g ∈ C(X) with g|Y = 0, the images of f, ug ∈ AY in this identification

are

(5.1) f =
K⊕
k=1


f ◦ σ|Zk

f ◦ σ2|Zk

. . .

f ◦ σJk |Zk

 ∈
K⊕
k=1

MJk(C(Zk))

and

(5.2) ug =
K⊕
k=1


0

g ◦ σ|Zk
0
. . . . . .

g ◦ σJk−1|Zk
0

 ∈
K⊕
k=1

MJk(C(Zk)),

respectively.

6. Small subgroupoids and recursive subhomogeneous C*-algebras

In this section, let us consider a class of small subgroupoid of the transformation groupoid

X ⋊ Γ. It turns out that the C*-algebra of a such subgroupoid is an RSH algebra with

diagonal maps.

Consider a topological dynamical system (X,Γ). Recall that (see Example 1.2.a of [40])

the transformation groupoid X ⋊ Γ is defined by taking X × Γ with

(1) r(x, γ) = (x, e), s(x, γ) = (xγ, e), (x, γ) ∈ X × Γ,

(2) (x, γ1)(y, γ2) = (x, γ1γ2) if xγ1 = y, and

(3) (x, γ)−1 = (xγ, γ−1), (x, γ) ∈ X × Γ.

The topology on X ⋊ Γ is the product topology on X × Γ. Note that X, regarded as

{(x, e) : x ∈ X}, is the unit space of X ⋊ Γ, and X ⋊ Γ is principle if (X,Γ) is free.

Definition 6.1. A small subgroupoid G ⊆ X ⋊ Γ is a subgroupoid which is open, relatively

compact, and {(x, e) : x ∈ X} ⊆ G.

It is well known that the C*-algebra C*(G) ⊆ C*(X ⋊ Γ) is subhomogeneous if G is

small subgroupoid. Using the orbit structure of G, let us show that C*(G) actually is an

RSH-algebra with diagonal maps.

Consider

SuppΓ(G) := {γ ∈ Γ : ∃x ∈ X, (x, γ) ∈ G}.
Since G is relatively compact, one has that

N := |SuppΓ(G)| < +∞.

Since the unit space of the subgroupoid G is X, it induces an equivalence relation on X by

x ∼G y ⇐⇒ ∃(x, γ) ∈ G, xγ = y.

For each x ∈ X, define

OrbitG(x) = [x] = {y ∈ X : y ∼G x}.
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It is clear that

|OrbitG(x)| ≤ N, x ∈ X.

Definition 6.2. Let G ⊆ X ⋊ Γ be any subgroupoid, and let x ∈ X. Define the shape of x

to be

S(x) = {γ ∈ Γ : (x, γ) ∈ G} ⊆ Γ.

Remark 6.3. Note that since (x, e) ∈ G, x ∈ X, one has

e ∈ S(x), x ∈ X

The function S has the following properties.

Lemma 6.4. Let (X,Γ) be a free dynamical system, and let G be a relatively compact sub-

groupoid of X ⋊ Γ. Then

(1) |OrbitG(x)| = |S(x)|, x ∈ X,

(2) OrbitG(x) = xS(x), x ∈ X,

(3) if (x, γ) ∈ G, then
S(xγ) = γ−1S(x),

i.e., if y ∼G x, then S(y) = γ−1S(x), where y = xγ.

Proof. Note that y ∈ OrbitG(x), if and only if, there is γ ∈ Γ such that (x, γ) ∈ G (hence

γ ∈ S(x)) and y = xγ; and the latter condition is equivalent to y ∈ xS(x). This proves (2),

and (1) follows from (2) by the freeness of the action.

Let γ′ ∈ S(xγ), then (xγ, γ′) ∈ G. Since (x, γ) ∈ G, one has that (x, γγ′) = (x, γ)(xγ, γ′) ∈
G, and hence γγ′ ∈ S(x) and γ′ ∈ γ−1S(x). Therefore S(xγ) ⊆ γ−1S(x);

Now, if γ′ ∈ γ−1S(x), then γγ′ ∈ S(x), and hence (x, γγ′) ∈ G. Since (x, γ) ∈ G, one has

(xγ, γ′) = (x, γ)−1(x, γγ′) ∈ G,

and hence γ′ ∈ S(xγ), as desired. □

Definition 6.5. Let F ⊆ Γ be a finite set containing e. Define

ZF = {x ∈ X : S(x) = F}.

Lemma 6.6. Let G ⊆ X⋊Γ be open and relatively compact subgroupoid. Then, the function

x 7→ S(x) is lower semicontinuous in the following sense: for any x, there is an open set

U ∋ x such that

S(x) ⊆ S(x′), x′ ∈ U.

Hence, for any finite subset F ⊆ Γ, if xn ∈ ZF and xn → x∞ ∈ X, then

S(x∞) ⊆ F .

Proof. Write S(x) = {r1, r2, ..., rn}. Since G is open, there is U ∋ x such that

(x′, γi) ∈ G, x′ ∈ U, i = 1, 2, ..., n.

In particular this implies γi ∈ S(x′), i = 1, 2, ..., n, as desired. □
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Definition 6.7. Let x ∈ X. Define

Gx = {g ∈ G : r(g) = x}.

Remark 6.8. Note that if x ∈ ZF where F ⊆ Γ is a finite set, then the map (x, γ) 7→ γ

induces a one-to-one correspondence between Gx and S(x) = F .

For a small subgroupoid G, there is a one-to-one correspondence between the orbits and

the equivalence classes of the irreducible representations of C*(G).

Lemma 6.9 (Proposition 3.8 of [2]). Let (X,Γ) be a free dynamical system, and let G ⊆ X⋊Γ

be a relatively compact subgroupoid. Let x ∈ X. The map

πx : Cc(G) ∋ f 7→
∑

g,h∈Gx

f(gh−1)Eg,h,

where {Eg,h}Gx are the standard matrix units of Gx, induces an irreducible representation of

C*(G0) on C|Gx| (if Gx ̸= ∅), still denoted by πx. Moreover, any irreducible representation

of C*(G0) arises in this way, and x ∼G y if and only if πx is unitarily equivalent to πy.

Lemma 6.10. Let G ⊆ X⋊Γ be a relatively compact subgroupoid. For each finite set F ⊆ Γ,

there is a homeomorphism

GZF := {g ∈ G : r(g) ∈ ZF} ∼= ZF ×F .

Proof. Define the map

G ⊇ GZF ∋ (x, γ) 7→ (x, γ) ∈ ZF ×F ,

and it is the desired homeomorphism. □

Lemma 6.11. Let (X,Γ) be a free dynamical system, and let G ⊆ X ⋊ Γ be a relatively

compact subgroupoid. Let F ⊆ Γ be a finite set. Then there is a homomorphism

πZF : C∗(G) → M|F|(C(ZF))

by

(πZF (f))(x) =
∑

γ1,γ2∈F

f(xγ2, γ
−1
2 γ1)Eγ1,γ2 , x ∈ ZF ,

where {Eγ1,γ2 : γ1, γ2 ∈ F} are the standard matrix units over F and f ∈ C0(G) being

regarded as a function on X ⋊ Γ.

Proof. By Lemma 6.10, one has that GZF is homeomorphic to ZF × F . Then, for each

g ∈ GZF , there is a unique γg ∈ F such that

g = (x, γg), x = r(g) ∈ ZF .

By Lemma 6.9, for any x ∈ X, the map

πx : f 7→
∑

g,h∈Gx

f(gh−1)Eg,h
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induces an irreducible representation of C*(G). Then, if x ∈ ZF , one has∑
g,h∈Gx

f(gh−1)Eg,h =
∑

γg ,γh∈F

f(xγh, γ
−1
h γg)E(x,γg),(x,γh)

=
∑

γ1,γ2∈F

f(xγ2, γ
−1
2 γ1)E(x,γ1),(x,γ2).

Regarding x 7→ E(x,γ1),(x,γ2) as the constant function Eγ1,γ2 , one has the homomorphism

πZF : f 7→ (x 7→
∑

γ1,γ2∈F

f(xγ2, γ
−1
2 γ1)Eγ1,γ2) ∈ M|F|(C(ZF)).

Note the function πZF (f) can be continuously extended to ∂ZF , and the evaluation at each

x ∈ ∂ZF is still a (but non-irreducible) representation of C*(G). □

Lemma 6.12. Let (X,Γ) be a free dynamical system, and let G ⊆ X ⋊ Γ be a relatively

compact subgroupoid with unit space X. Since the unit space of G is X, one has the decom-

position

X = (
⊔
γ∈F1

Zγ−1F1
) ⊔ (

⊔
γ∈F2

Zγ−1F2
) ⊔ · · · ⊔ (

⊔
γ∈FL

Zγ−1FL
),

where F1, ...,FL are finite subsets of Γ. Then the map

Φ =
L⊕
i=1

πZFi
: C∗(G) →

L⊕
i=1

M|Fi|(ZFi
))

is an injection.

Proof. Note that any irreducible representation of C∗(G) factors though Φ, and hence Φ must

be injective. □

Lemma 6.13. Let (X,Γ) be a free dynamical system, and let G ⊆ X ⋊ Γ be a small sub-

groupoid. Let F ⊆ Γ be a finite set with ZF ̸= ∅, and let x ∈ ZF . Then there are finite sets

F1,F2, ...,Fs and γ1, γ2, ..., γs ∈ F such that e ∈ Fi, i = 1, 2, ..., s,

F = γ1F1 ⊔ γ2F2 ⊔ · · · ⊔ γsFs,

and

S(xγi) = Fi, i = 1, 2, ..., s.

The decomposition of F is unique (for the given x).

Proof. Since the unit space of G is X, there is a partition

xF = S1 ⊔ S2 ⊔ · · · ⊔ Ss

such that y ∼G z if and only if y, z ∈ Si for some Si.

One claims that Si = [y], i = 1, 2, ..., s, whenever y ∈ Si. Then the lemma follows.

For each Si and y ∈ Si, let z ∈ X be z ∼G y. Since z ∼G y, there is γ ∈ Γ such that

z = (y, γ) ∈ G. Since G is open, one has that (y′, γ) ∈ G if y′ is sufficiently close to y. Since

y ∈ xF , there is γ′ ∈ F such that y = xγ′. Note that x ∈ ZF , there is a sequence (xn) ⊆ ZF
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with xn → x as n → ∞, and hence xnγ
′ → xγ′ = y, as n → ∞. In particular, (xnγ

′, γ) ∈ G
for sufficiently large n. Noting that (xn, γ

′) ∈ G (since xn ∈ ZF and γ′ ∈ F), one has

(xn, γ
′γ) = (xn, γ

′)(xnγ
′, γ) ∈ G.

Hence γ′γ ∈ F , and z = yγ = xγ′γ ∈ xF , as desired. □

Corollary 6.14. Let (X,Γ) be a free dynamical system, and let G ⊆ X ⋊ Γ be a small

groupoid. With the notation as above, one has that for any f ∈ C*(G),

πZF (f)(x) = diag{πZF1
(f)(xγ1), ..., πZFs

(f)(xγs)}, x ∈ ZF .

Proof. Note that if γg ∈ γiFi and γh ∈ γjFj with i ̸= j, then (xγh, γ
−1
h γg) /∈ G. Otherwise,

xγh ∼G xγg, which contradicts the fact that S(xγi) = Fi and S(xγj) = Fj. In particular, for

any f ∈ C0(G), one has

f((xγh, γ
−1
h γg)) = 0, if γg ∈ γiFi and γh ∈ γjFj with i ̸= j.

It then follows from Lemma 6.11 that for any f ∈ C0(G),

(πZF (f))(x) =
∑

γg ,γh∈F

f(xγh, γ
−1
h γg)Eγg ,γh

=
s∑

i=1

∑
γg ,γh∈γiFi

f(xγh, γ
−1
h γg)Eγg ,γh

=
s∑

i=1

∑
γg ,γh∈Fi

f(xγiγh, γ
−1
h γg)Eγg ,γh

=
s⊕

i=1

(πZFi
(f))(xγi),

as desired. □

Theorem 6.15. Let (X,Γ) be a free dynamical system, let G ⊆ X⋊Γ be a small subgroupoid,

and let E ⊆ X be an open set. Then there is an isomorphism

C∗(G) ∼=
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK ,

where Ci = Mni
(C(Zi)) for a set Zi which is a disjoint union of finitely many closed subsets

of X, and C
(0)
i = Mni

(C(Z
(0)
i )) with Z

(0)
i a closed subset of Zi, such that

(1) n0 < n1 < · · · < nK,

(2) all the maps ηi : Ai → C
(0)
i+1 are of diagonal type, where

Ai :=
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
i
Ci,

(3) under this isomorphism and the RSH-decomposition, the element φE ∈ C∗(G) is a

diagonal matrix on each Zi and

rank((φE)(x)) = |OrbitG(x) ∩ E| , x ∈ Zi \ Z(0)
i ,

where φE is defined in (2.1).
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Proof. Decompose X into

(
⊔
γ∈F1

Zγ−1F1
) ⊔ (

⊔
γ∈F2

Zγ−1F2
) ⊔ · · · ⊔ (

⊔
γ∈FL

Zγ−1FL
),

where F1, ...,FL are finite subsets of Γ. By Lemma 6.12, there is an embedding

Φ =
L⊕
i=1

πZFi
: C∗(G) →

L⊕
i=1

M|Fi|(ZFi
)).

Reindex Fi into

{F1,1,F1,2, ...,F1,l1}, {F2,1,F2,2, ...,F2,l2}, ..., {FK,1,FK,2, ...,FK,lK}

so that

|Fi,j1| = |Fi,j2| , 1 ≤ i ≤ K, 1 ≤ j1, j2 ≤ li,

and

|Fi,1| < |Fi+1,1| , 1 ≤ i ≤ K − 1.

Put

ni = |Fi,1| , Zi =

li⊔
j=1

ZFi,j
, and Z

(0)
i =

li⊔
j=1

ZFi,j
\ ZFi,j

.

Note that the sets ZFi,j
, j = 1, ..., li, considered as subsets of X, might have non-empty

intersections; but one takes the abstract disjoint union in the construction of Zi. Also note

that

n1 < n2 < · · · < nK ,

and Z
(0)
i is a closed subset of Zi (follows from Lemma 6.6).

By Lemma 6.13, each ZFi,j
\ ZFi,j

has a partition

ZFi,j
\ ZFi,j

= (Z
(0)
i,j )1 ⊔ (Z

(0)
i,j )2 ⊔ · · · ⊔ (Z

(0)
i,j )di,j

such that for each (Z
(0)
i,j )d, there is a decomposition

Fi,j = γ1F (1)
i,j ⊔ γ2F (2)

i,j ⊔ · · · ⊔ γsdF
(sd)
i,j

with γ1, ..., γsd ∈ Fi,j such that

S(xγs) = F (s)
i,j , s = 1, 2, ..., sd, x ∈ (Z

(0)
i,j )d,

and the decomposition of Fi,j is different for each d.

For each (Z
(0)
i,j )d, d = 1, ..., di,j, consider the map

sd⊕
s=1

M∣∣∣F(s)
i,j

∣∣∣(C(ZF(s)
i,j
)) ∋ (f1, ..., fsd) 7→ (x 7→

sd⊕
s=1

fs(xγi)) ∈ Mni
(C((Z

(0)
i,j )d)),

and with all of these maps, one has the RSH algebra

A :=
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK ,

with Ci = Mni
(C(Zi)), C

(0)
i = Mni

(C(Z
(0)
i )), and all the maps Ai → C

(0)
i+1 are of diagonal

type.
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By Corollary 6.14, one has Φ(C*(G)) ⊆ A. One the other hand, the embedding map

Φ induces a one-to-one correspondence between the irreducible representations of C*(G)
and the irreducible representations of A. Thus C*(G) is a rich subalgebra of A, and hence

Φ(C*(G)) = A (see Theorem 11.1.6 of [4]).

Consider the open set E and the function φE ∈ C(X). Then, for each x ∈ ZFi,j
,

rank((πZFi,j
(φE))(x)) = rank(

∑
γg ,γh∈Fi,j

φE(xγh, γ
−1
h γg)Eγg ,γh)

= rank(
∑

γg∈Fi,j

φE(xγg, e)Eγg ,γg)

= |{γg ∈ Fi,j : xγg ∈ E}|
= |{(x, γg) ∈ G : xγg ∈ E}|
= |OrbitG(x) ∩ E| ,

as desired. □

7. Comparison of diagonal elements and comparison of open sets

In this section, let us show that the Cuntz comparison of the diagonal elements in an

RSH-algebra with diagonal maps is roughly determined by their ranks (see Theorem 7.8),

regardless of the dimensions of the base spaces. As a consequence, the Cuntz comparison

of open subsets of X is then determined by the partial orbit or by the measures if there

exist small subgroupoids with arbitrarily large orbit (see Corollary 7.12 and Corollary 7.13).

The proof of the main result of this section (Theorem 7.8) follows closely the argument of

Theorem 4.5 of [15].

First, recall the following comparison theorem for general RSH algebras, .

Theorem 7.1 (Theorem 4.6 of [44]). Let A be a recursive subhomogeneous C*-algebras with

a decomposition [
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
l
Cl,

where

Ci = Mmi
(C(Xi)) and C

(0)
i = Mmi

(C(X
(0)
i ))

with X
(0)
i a closed subset of Xi. Let a, b ∈ A+ be positive elements satisfying

rank(a(x)) +
dim(Xi)− 1

2
< rank(b(x)), x ∈ Xi \X(0)

i ,

for any i = 0, 1, ..., l. Then a ≾ b.

Using this theorem, one has the following comparison result.

Proposition 7.2. Let A be a separable RSH algebra with a fixed decomposition[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
l
Cl,

and let a, b be positive elements of A. Write

Ci = Mni
(C(Xi)) and C

(0)
i = Mni

(C(X
(0)
i ))
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with X
(0)
i a closed subset of Xi.

For each i = 0, 1, ..., l, list

{rank(b)(x) : x ∈ Xi} = {ri,0 < ri,1 < · · · < ri,si}

and set

Wi,j = {x ∈ Xi : rank(b(x)) ≤ ri,j}
and

Zi,j = {x ∈ Xi : rank(b(x)) = ri,j},
j = 0, 1, ..., si.

Assume that for each i = 1, 2, ..., l and each j = 0, 1, ..., si,

rank(a(x)) +
dim(Wi,j)− 1

2
< rank(b(x)) = ri,j, x ∈ Zi,j.

Then a ≾ b in A.

Proof. Let us construct a new RSH decomposition of A:[
· · ·

[[
D0 ⊕D

(0)
1
D1

]
⊕

D
(0)
2
D2

]
· · ·

]
⊕

D
(0)
s
Ds,

with Di = Mmi
(C(Yi)) and D

(0)
i = Mmi

(C(Y
(0)
i )) with Y

(0)
i a closed subset of Yi such that

(7.1) rank(a(x)) +
dim(Yi)− 1

2
< rank(b(x)), x ∈ Yi \ Y (0)

i

in this new RSH decomposition. Then, it follows from Theorem 7.1 that a ≾ b.

To building the new RSH decomposition, let us start with

C0 = Mn0(C(X0)).

Since the rank function is lower semicontinuous, one has that

W0,0 ⊆ W0,1 ⊆ · · · ⊆ W0,s0

are closed. (Note that W0,j = Z0,0 ∪ · · · ∪ Z0,j.)

Set

D0,0 = Mn0(C(W0,0)), D0,1 = Mn0(C(W0,1)), D
(0)
0,1 = Mn0(C(W0,0))

with the map D0,0 → D
(0)
0,1 being the identity map. Then it is clear that

D0,0 ⊕D
(0)
0,1
D0,1 = Mn0(C(W0,1)).

Putting

D0,2 = Mn0(C(W0,2)) and D
(0)
0,2 = Mn0(C(W0,1)),

and repeating this construction, one obtains the new RSH decomposition of C0 = Mn0(C(X0))

by [
· · ·

[[
D0,0 ⊕D

(0)
0,1
D0,1

]
⊕

D
(0)
0,2
D0,2

]
· · ·

]
⊕

D
(0)
0,s0

D0,s0 = Mn0(C(W0,s0)) = Mn0(C(X0)),

where

D0,j = Mn0(C(W0,j)) and D
(0)
0,j = Mn0(C(W0,j−1)).

It clearly satisfies (7.1).
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Now, assume that one has a desired decomposition of

Ai :=
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
i
Ci;

let us construct the decomposition for Ai ⊕C
(0)
i+1

Ci+1 which satisfies (7.1).

Write

b = (bi, bi+1) ∈ Ai ⊕C
(0)
i+1

Ci+1,

and denote by ρ : Ai → C
(0)
i+1 the homomorphism associated with the (original) RSH decom-

position of A.

Set

Di+1,0 = Mni+1
(C(Wi+1,0)), D

(0)
i+1,0 = Mni+1

(C(X
(0)
i+1 ∩Wi+1,0)),

and

η0 : Ai ∋ f 7→ ρ(f)|
X

(0)
i+1∩Wi+1,0

∈ D
(0)
i+1,0.

For the next stage, consider

Di+1,1 = Mni+1
(C(Wi+1,1)), D

(0)
i+1,1 = Mni+1

(C((X
(0)
i+1 ∩Wi+1,1) ∪Wi+1,0)),

and

η1 : Ai ⊕D
(0)
i+1,0

Di+1,0 ∋ (f, g) 7→ (ρ(f)|
X

(0)
i+1∩Wi+1,1

, g) ∈ D
(0)
i+1,1,

where (ρ(f)|
X

(0)
i+1∩Wi+1,1

, g) is regarded as the (well defined) function on

(X
(0)
i+1 ∩Wi+1,1) ∪Wi+1,0,

which is ρ(f) on X
(0)
i+1 ∩Wi+1,1 and is g on Wi+1,0.

At j-th stage, set

Di+1,j = Mni+1
(C(Wi+1,j)), D

(0)
i+1,j = Mni+1

(C((X
(0)
i+1 ∩Wi+1,j) ∪Wi+1,j−1)),

and

ηj : (f, g0, ..., gj−1) 7→ (ρ(f)|
X

(0)
i+1∩Wi+1,j

, g0, ..., gj−1) ∈ D
(0)
i+1,j,

where

(f, g0, ..., gj−1) ∈
[[
Ai ⊕D

(0)
i+1,0

Di+1,0

]
· · ·

]
⊕

D
(0)
i+1,j−1

Di+1,j−1,

and

(ρ(f)|
X

(0)
i+1∩Wi+1,j

, g0, ..., gj−1)

is regarded as the function on

(X
(0)
i+1 ∩Wi+1,j) ∪Wi+1,j−1

which is ρ(f) on X
(0)
i+1 ∩Wi+1,j and is gj−1 on Wi+1,j−1. It is well defined.

In this new RSH-decomposition, note that the base spaces are Wi+1,j together with the

closed subset (X
(0)
i ∩Wi+1,j) ∪Wi+1,j−1. Note that

Wi+1,j \ ((X(0)
i ∩Wi+1,j) ∪Wi+1,j−1) ⊆ Wi+1,j \Wi+1,j−1 = Zi+1,j,

and hence

rank(b(x)) = ri+1,j, x ∈ Wi+1,j \ ((X(0)
i ∩Wi+1,j) ∪Wi+1,j−1),
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and it satisfies the condition (7.1). □

Definition 7.3. Let A be a separable RSH algebra with a fixed decomposition[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK .

Write

Ck = Mnk
(C(Xk)) and C

(0)
k = Mnk

(C(X
(0)
k ))

with X
(0)
k a closed subset of Xk. Let F ⊆ A be a finite set such that if

f = (f0, f1, ..., fK), f ∈ F ,

then

fk ∈ Mnk
(CR(Xk)), k = 0, 1, ..., K.

Then, for each k = 0, 1, ..., K, define the map ΦF ,k : Xk → Rn2
k|F| by

ΦF ,k : Xk ∋ x 7→
⊕
f∈F

nk⊕
i,j=1

(fk)i,j(x) ∈
⊕
f∈F

nk⊕
i,j=1

R = Rn2
k|F|.

The following lemma shows that in an RSH algebra A with diagonal maps, there always

exist finitely many elements of A such that these elements span the whole Mn(C) under any
irreducible representation of A but the topological dimension of the values of their entries is

controlled by the dimension of the irreducible representations of A. These elements play the

same role as that of the element uH in the proof of Theorem 4.5 of [15].

Lemma 7.4. Let A be a separable RSH algebra with a fixed decomposition[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK .

Write

Ci = Mni
(C(Xi)) and C

(0)
i = Mni

(C(X
(0)
i ))

with X
(0)
i a closed subset of Xi. Assume

(1) n0 < n1 < · · · < nK, and

(2) all the maps

ηi : Ai → C
(0)
i+1, i = 0, 1, ..., K − 1,

are of diagonal type, where

Ai =
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
i
Ci.

Then there are finite sets

Ek ⊆ Ak, k = 0, 1, ..., K,

such that

(1)

ηk(Ek−1) ⊆ π
X

(0)
k
(Ek), k = 1, 2, ..., K;
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(2) there are continuous functions

χi : Xi → [0, 1], i = 0, 1, ..., K,

such that χ−1
i (0) = X

(0)
i and

(7.2) {χies,t : 1 ≤ s, t ≤ ni} ⊆ EK |Xi
,

where {es,t : 1 ≤ s, t ≤ ni} are the standard matrix units of Mni
(C) ⊆ Mni

(C(Xi));

(3) and there are polyhedrons

Vk ⊆ Rn2
k|Ek|, 0 ≤ k ≤ K,

such that

(7.3) dim(Vk) ≤
nk − n0

n0

and

(7.4) ΦEk,k(Xk) ⊆ Vk

for any 0 ≤ k ≤ K.

Proof. Let us construct Ek, k = 0, 1, ..., K, recursively. Consider

C0
∼= Mn0(C(X0)),

and put

E0 = {0, e(0)i,j : 1 ≤ i, j ≤ n0},
where e

(0)
i,j are matrix units of Mn0(C) ⊆ Mn0(C(X0)). Since E0 consists of constant functions,

ΦE0,0 is constant. Then it is clear that

E0 ⊆ C0 and V0 := {pt},

where pt is the constant value of ΦE0,0, satisfy (7.2), (7.3), and (7.4) (with χ0 the constant

function 1).

Assume

E0 ⊆ A0, E1 ⊆ A1, ..., Ek−1 ⊆ Ak−1 and V0, V1, ..., Vk−1

are constructed to satisfy (7.2), (7.3), and (7.4). Consider

Ak := Ak−1 ⊕C
(0)
k
Ck.

If X
(0)
k = ∅, then Ak := Ak−1 ⊕ Ck. Define

E ′
k = {e(k)i,j : 1 ≤ i, j ≤ nk} ⊆ Ck,

where e
(k)
i,j are matrix units of Mnk

(C) ⊆ Mnk
(C(Xk)) = Ck. Then

Ek := Ek−1 ∪ E ′
k,

where Ek−1 and E ′
k are regarded as subsets of Ak−1 ⊕ Ck naturally, and

Vk := {pt},

where pt is the constant value of ΦEk,k on Xk, satisfy (7.2), (7.3), and (7.4) (with χk the

constant function 1).
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Assume that X
(0)
k ̸= ∅. Since the map η is of diagonal type, there exist l ∈ N and a

partition

X
(0)
k = Y1 ⊔ · · · ⊔ Yl

such that for each Yi, there are continuous maps

λ
(i)
1 : Yi → Xt1 , λ

(i)
2 : Yi → Xt2 , ..., λ

(i)
si

: Yi → Xtsi

for some si ∈ N such that

η((f0, f1, ..., fk−1))|Yi
=


ft1 ◦ λ

(i)
1

ft2 ◦ λ
(i)
2

. . .

ftsi ◦ λ
(i)
si

 ,

where (f0, f1, ..., fk−1) ∈ Ak−1. Then it is clear that

(7.5)
⊕

e∈Ek−1

nk⊕
i,j=1

η(e)i,j(x) ⊆ Vt1 ⊕ · · · ⊕ Vtsi =: V ′
k,i, x ∈ Yi.

Let us estimate the dimension of V ′
k,i. Let (m0,m1, ...,mk−1) be the multiplicities of the map

η|Yi
. Note that

nk = m0n0 +m1n1 + · · ·+mk−1nk−1

and

dim(V ′
k,i) = dim(Vt1) + · · ·+ dim(Vtsi )

= m0dim(V0) +m1dim(V1) + · · ·+mk−1dim(Vk−1).

Since nk > nk−1, one has that

m0 +m1 + · · ·+mk−1 ≥ 2.

Hence, for each i = 1, 2, ..., k, one has

dim(V ′
k,i) = m0dim(V0) +m1dim(V1) + · · ·+mk−1dim(Vk−1)

≤ (m0(n0 − n0) +m1(n1 − n0) + · · ·+mi−1(ni−1 − n0)) ·
1

n0

= ((m0n0 +m1n1 + · · ·+mk−1nk−1)−

(m0 +m1 + · · ·+mk−1)n0) ·
1

n0

≤ (nk − 2n0) ·
1

n0

=
nk

n0

− 2.

Put

V ′
k = V ′

k,1 ∪ V ′
k,2 ∪ · · · ∪ V ′

k,l.

By (7.5), one has ⊕
e∈Ek−1

nk⊕
i,j=1

η(e)i,j(x) ⊆ V ′
k , x ∈ X

(0)
k .
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Also note that

(7.6) dim(V ′
k) ≤

nk

n0

− 2.

For each element e ∈ Ek−1 ⊆ Ak−1, consider η(e) ∈ C
(0)
k . Since V ′

k is a polyhedron, it is a

neighborhood retraction; hence there is an open set U ⊇ X0
k such that there is an extension

of η(e) to U , denoted by e′, such that

(7.7)
⊕

e∈Ek−1

nk⊕
i,j=1

e′i,j(x) ⊆ V ′
k , x ∈ U.

Pick a continuous function χk : Xk → [0, 1] such that

χ−1(1) = X
(0)
k and χ−1(0) = Xk \ U.

Define

ẽ : Xk ∋ x 7→
{
χ(x)e′(x), x ∈ U ;

0, x /∈ U.

Set

Ẽk = {e⊕ ẽ ∈ Ak : e ∈ Ek−1},

and

E ′
k = {0⊕ (1− χ)e

(k)
i,j ∈ Ak : 1 ≤ i, j ≤ nk},

where e
(k)
i,j are matrix units of Mnk

(C) ⊆ Mnk
(C(Xk)). Then

Ek := Ẽk ∪ E ′
k

satisfies (7.2), (7.3), and (7.4) (for Ak).

Indeed, since E ′
k ⊆ Ek, (7.2) is satisfied. Define

Vk = {(tv, (1− t)v) : t ∈ [0, 1], v ∈ V ′
k}.

Then, by (7.7),

ΦEk,k(Ek) ⊆ Vk

and by (7.6),

dim(Vk) = dim(V ′
k) + 1 ≤ nk

n0

− 1 =
nk − n0

n0

.

So, (7.3) and (7.4) are satisfied (for Ak). By the induction, the desired finite sets E ⊆ A

exist. □

Remark 7.5. The estimation which is needed later in Theorem 7.8 on the dimension of Vi is

actually

dim(Vi) ≤
ni

n0

.

But the stronger version (7.3) is needed for the induction argument.
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Lemma 7.6. Consider n× n matrices

(a
(1)
i,j )

n
i,j=1, ..., (a

(m)
i,j )ni,j=1, αes,t, 1 ≤ s, t ≤ n,

and

(b
(1)
i,j )

n
i,j=1, ..., (b

(m)
i,j )ni,j=1, βes,t, 1 ≤ s, t ≤ n,

where α, β ∈ R \ {0} and es,t is the matrix with (s, t)-entry 1 and all other entries 0.

If there is a unitary U ∈ Mn(C) satisfying

U∗(a
(k)
i,j )U = (b

(k)
i,j ) and U∗(αes,t)U = βes,t, 1 ≤ k ≤ m, 1 ≤ s, t ≤ n,

then

a
(k)
s,t = b

(k)
s,t and α = β, 1 ≤ k ≤ m, 1 ≤ s, t ≤ n.

Proof. Note that

αIn = U∗(αIn)U = U∗
n∑

i=1

αei,iU =
n∑

i=1

U∗(αei,i)U =
n∑

i=1

βei,i = βIn,

and hence α = β. Consider a pair of matrices (a
(k)
i,j ), (b

(k)
i,j ). Then, for any 1 ≤ s, t ≤ n,

(αa
(k)
s,t β)es,t

= αa
(k)
s,t (U

∗αes,tU) = U∗(α2a
(k)
s,t es,t)U = U∗(αes,s(a

(k)
i,j )

n
i,j=1αet,t)U

= βes,s(b
(k)
i,j )

n
i,j=1βet,t = (β2b

(k)
s,t )es,t.

Since α = β ̸= 0, one has that a
(k)
s,t = b

(k)
s,t , as desired. □

Lemma 7.7 (Lemma 4.3 of [15]). Let X be a second countable locally compact Hausdorff

space, and let S be a sub-C*-algebra of Mn(C0(X)).

Suppose that there exist a topological space ∆ and a surjective continuous map ξ : X → ∆

such that

(1) for any x1, x2 ∈ X,

ξ(x1) = ξ(x2)

if and only if

πx1 |S is unitarily equivalent to πx2|S,

where πx is the standard irreducible representation of Mn(C0(X)) at x ∈ X,

(2) for any sequence xi, i = 1, 2, ..., in X, any x in X, and any g ∈ S, if

ξ(xi) → ξ(x) as i→ ∞,

then

g(xi) → g(x) as i→ ∞,

and

(3) πx(S) = Mn(C), for any x ∈ X.
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Then there is an isomorphism ϕ : Mn(C0(∆)) → S. Moreover, under this isomorphism, if

X(0) is a closed subset of X and πX(0) is the restriction map, there is a commutative diagram

Mn(C0(X))

π
X(0)

��

S

π
X(0)

��

? _oo Mn(C0(∆))

π
∆(0)

��

ϕoo

Mn(C(X
(0))) πX(0)(S)? _oo Mn(C(∆

(0)))oo

,

where ∆(0) = ξ(X(0)) and π∆(0) is the restriction map.

Proof. For each f ∈ S, define a function f̃ : ∆ → Mn(C) by

f̃(z) = f(x), if ξ(x) = z.

By Condition (2), f̃ is well defined, and f̃ is continuous. Moreover, f̃ vanishes at infinity.

To see this, note that, if zi ∈ ∆ with zi → ∞, then, since ξ is surjective, there are xi ∈ X

with ξ(xi) = zi. Then xi → ∞. Otherwise, there is a subsequence, say (xik), converging to

a point x ∈ X. Since ξ is continuous, one has that

zik = ξ(xik) → ξ(x),

which contradicts the assumption zi → ∞. Hence

f̃(zi) = f(xi) → 0,

and f̃ ∈ Mn(C0(∆)).

Moreover, it is clear that the map f 7→ f̃ is an injective homomorphism, and thus one can

regard S as a sub-C*-algebra of Mn(C0(∆)). It follows from Conditions (1) and (3) that S

is a rich sub-C*-algebra of Mn(C0(∆)) in the sense of Dixmier (11.1.1 of [4]), and therefore

S = Mn(C0(∆)) by Proposition 11.1.6 of [4] (or by Theorem 7.2 of [28]).

Note that the above construction also induces an isomorphism

πX(0)(S) ∼= Mn(C(∆
(0)))

by f 7→ f̃ with f̃(ξ(x)) = f(x). Also note that for any f ∈ Mn(C(∆)), and any x ∈ X(0),

one has

πX(0)(ϕ(f))(x) = ϕ(f)(x) = f(ξ(x)) = π∆(0)(f)(ξ(x)).

Thus, the diagram commutes. □

The following is the main result of this section. Its proof is in the same line as that of

Theorem 4.5 of [15]: One considers the sub-C*-algebra generated by the given elements a, b,

and the finite set EK obtained from Lemma 7.4; then the resulting sub-C*-algebra actually

has the dimension gap property of Proposition 7.2, and the comparison between a and b

follows.

Theorem 7.8. Let A be a separable RSH algebra with a fixed decomposition[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
K
CK ,
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and let a, b be positive elements of A. Write

Ci = Mni
(C(Xi)) and C

(0)
i = Mni

(C(X
(0)
i ))

with X
(0)
i a closed subset of Xi. Assume

(1) n0 < n1 < · · · < nK,

(2) a and b are diagonal matrices on each Xi,

(3) all the maps ηi : Ai → C
(0)
i+1, i = 0, ..., K − 1, are of diagonal type, where

Ai =
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
i
Ci,

(4) for each i = 0, 1, ..., K, and each x ∈ Xi \X(0)
i ,

rank(a(x)) <
1

4
rank(b(x)) and

1

n0

<
rank(b(x))

4ni

.

Then a ≾ b.

Proof. Write

a = (a0, a1, ..., aK) and b = (b0, b1, ..., bK)

with ai, bi ∈ Ci, i = 0, 1, ..., K.

Let us construct sub-C*-algebras

Di
∼= Mni

(C(∆i)) ⊆ Mni
(C(Xi)) = Ci, i = 0, 1, ..., K,

together with closed subsets ∆
(0)
i ⊆ ∆i (∆

(0)
0 = ∅) satisfying

(7.8) ηi(
[
· · ·

[[
D0 ⊕D

(0)
1
D1

]
⊕

D
(0)
2
D2

]
· · ·

]
⊕

D
(0)
i−1

Di−1) ⊆ π
∆

(0)
i
(Di),

where D
(0)
i = Mni

(C(∆
(0)
i )), such that

(7.9) ai, bi ∈ Di, i = 0, 1., ..., K,

and if

{rank(b(x)) : x ∈ ∆i} = {ri,0 < ri,1 < · · · < ri,si}
and define

Wi,j = {x ∈ ∆i : rank(b(x)) ≤ ri,j} and Zi,j = {x ∈ ∆i : rank(b(x)) = ri,j},

where j = 0, 1, ..., si, then

(7.10) rank(a(x)) +
dim(Wi,j)− 1

2
< rank(b(x)) = ri,j, x ∈ Zi,j.

Then, by (7.8) and (7.9),

S :=
[
· · ·

[[
D0 ⊕D

(0)
1
D1

]
⊕

D
(0)
2
D2

]
· · ·

]
⊕

D
(0)
K
DK

is a sub-C*-algebra of A with a, b ∈ S; by (7.10) and Proposition 7.2, one has a ≾ b, and

this proves the theorem.
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Let us construct the desired sub-C*-algebras Di recursively. By Lemma 7.4, there exist

finite sets Ek ⊆ Ak, where

Ak =
[
· · ·

[[
C0 ⊕C

(0)
1
C1

]
⊕

C
(0)
2
C2

]
· · ·

]
⊕

C
(0)
k
Ck, k = 0, 1, ..., K,

such that

(7.11) ηk(Ek−1) ⊆ π
X

(0)
k
(Ek), k = 1, 2, ..., K;

(7.12) C*(πx(Ek)) = Mni
(C), x ∈ Xi \X(0)

i , i = 0, 1, ..., k;

and there is a polyhedron Vk ⊆ Rn2
k|Ek| such that

(7.13) dim(Vk) ≤
nk − n0

n0

and

(7.14) ΦEk,k(Xk) ⊆ Vk.

Define

D0 := C*({a0, b0} ∪ E0) ⊆ Mn0(C(X0)).

It clearly satisfies (7.9) (with i = 0). (7.8) is also satisfied with ∆
(0)
0 = ∅. Set

G0 = {a, b} ∪ E0
and consider the map

(7.15) ΦG0,0 : X0 ∋ x 7→ (

n0⊕
i=1

(a0)i,i(x))⊕ (

n0⊕
i=1

(b0)i,i(x))⊕ (
⊕
e∈E0

n0⊕
i,j=1

(e)i,j(x)) ∈ R2n0+|E0|n2
0 .

Set

∆0 = ΦG0,0(X0).

Then, for any x ∈ X0, the restriction of πx to D0 is still irreducible, and by Lemma 7.6, one

has that for any x1, x2 ∈ X0,

πx1|D0 is unitarily equivalent to πx2|D0 ⇐⇒ ΦG0,0(x1) = ΦG0,0(x2).

By Lemma 7.7,

D0
∼= Mn0(C(∆0)).

Write

W ′
0,j = {x ∈ X0 : rank(b0(x)) ≤ r0,j} and Z ′

0,j = {x ∈ X0 : rank(b0(x)) = r0,j},

where j = 0, 1, ..., s0, and

W0,j = {x ∈ ∆0 : rank(b0(x)) ≤ r0,j} and Z0,j = {x ∈ ∆0 : rank(b0(x)) = r0,j},

where j = 0, 1, ..., s0. Then

W0,j = Φ{a,b}∪E0,0(W
′
0,j) and Z0,j = Φ{a,b}∪E0,0(Z

′
0,j), j = 0, 1, ..., s0.

Since a0 and b0 are diagonal and

rank(a(x)) <
1

4
rank(b(x)),
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by the construction of Φ{a,b}∪E0,0 ((7.15)), one has

W0,j ⊆ {(y1, ..., yn0) : at most r0,j many of coordinates are not 0}

×{(y1, ..., yn0) : at most
r0,j
4

many of coordinates are not 0} × V0.

Hence

dim(W0,j) ≤ r0,j +
1

4
r0,j + 0(7.16)

and for any x ∈ Z0,j,

rank(a(x)) +
dim(W0,j)− 1

2
≤ 1

4
r0,j +

r0,j +
1
4
r0,j − 1

2

=
7

8
r0,j −

1

2
< r0,j = rank(b(x)).

Thus, the C*-algebra D0 satisfies (7.10) (with i = 0).

Let us assume that D0, D1, ..., Dk−1 are constructed to satisfy (7.8) (with i = k− 1), (7.9)

(with i = k − 1), and (7.10) (with i = k − 1), and also assume that[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1(7.17)

= C*{{(a0, ..., ak−1), (b0, ..., bk−1)} ∪ Ek−1} ⊆ Ak−1.

Let us construct Dk. Define

Dk = C*({ak, bk} ∪ (Ek|Xk
) ∪ {es,t : 1 ≤ s, t ≤ nk}) ⊆ Mnk

(C(Xk)) = Ck,

where es,t, 1 ≤ s, t ≤ nk are (constant) matrix units of Mnk
(C) ⊆ Mnk

(C(Xk)). Set

Gk = {{ak, bk} ∪ (Ek|Xk
) ∪ {es,t : 1 ≤ s, t ≤ nk}}

and consider

ΦGk,k : Xk ∋ x

7→ (

nk⊕
i=1

(ak)i,i(x))⊕ (

nk⊕
i=1

(bk)i,i(x))⊕ (
⊕

e∈Ek|Xk
∪{es,t}

nk⊕
i,j=1

(e)i,j(x))(7.18)

∈ R2nk+|Ek|Xk
∪{es,t}|n2

k ,

and set

∆k = ΦGk,k(Xk) and ∆
(0)
k = ΦGk,k(X

(0)
k ).

Then, for any x ∈ Xk, the restriction of πx to Dk is still irreducible, and by Lemma 7.6, for

any x1, x2 ∈ Xk,

πx1|Dk
is unitarily equivalent to πx2|Dk

⇐⇒ ΦGk,k(x1) = ΦGk,k(x2).
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By Lemma 7.7, one has that Dk
∼= Mnk

(C(∆k) and

Mnk
(C(Xk))

π
X

(0)
k��

Dk

π
X

(0)
k

��

? _oo Mnk
(C(∆k))

π
∆
(0)
k��

∼=oo

Mnk
(C(X

(0)
k )) π

X
(0)
k
(Dk)? _oo Mnk

(C(∆
(0)
k ))

∼=oo

.

By (7.11),

ηk(Ek−1) ⊆ π
X

(0)
k
(Ek).

Then, by (7.17) and Ek ∈ Dk, one has

ηk(
[
· · ·

[[
D0 ⊕D

(0)
1
D1

]
⊕

D
(0)
2
D2

]
· · ·

]
⊕

D
(0)
k−1

Dk−1) ⊆ π
∆

(0)
k
(Dk),

and hence (7.8) is satisfied (with i = k).

Write

W ′
k,j = {x ∈ Xk : rank(bk(x)) ≤ rk,j} and Z ′

k,j = {x ∈ Xk : rank(bk(x)) = rk,j},

where j = 0, 1, ..., sk and

Wk,j = {x ∈ ∆k : rank(bk(x)) ≤ rk,j} and Zk,j = {x ∈ ∆k : rank(bk(x)) = rk,j},

where j = 0, 1, ..., sk. Then

Wk,j = ΦGk,k(W
′
k,j) and Zk,j = ΦGk,k(Z

′
k,j), j = 0, 1, ..., sk.

Since ak and bk are diagonal and

rank(a(x)) <
1

4
rank(b(x)),

by the construction of Φ{a,b}∪Ek∪{es,t},k ((7.18)), one has

Wk,j ⊆ {(y1, ..., ynk
) : at most rk,j many of coordinates are not 0}

×{(y1, ..., ynk
) : at most

rk,j
4

many of coordinates are not 0}

×Vk × {ve}.

Hence

dim(Wk,j) ≤ rk,j +
1

4
rk,j + dim(Vk) ≤

5

4
rk,j +

nk − n0

n0

,(7.19)

and for any x ∈ Zk,j,

rank(a(x)) +
dim(Wk,j)− 1

2
≤ 1

4
rk,j +

5
4
rk,j +

nk

n0
− 2

2

≤ 7

8
rk,j +

1

8
rk,j − 1

< rk,j = rank(b(x)).

Thus, the C*-algebra Dk satisfies (7.10) (with i = k).

Put

D
(0)
k = Mnk

(C(∆
(0)
k )),
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and consider [[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk ⊆ Ak.

For the induction, we also need to show[[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk = C*({(a0, ..., ak), (b0, ..., bk)} ∪ Ek).

(Note that

Ek ⊆
[[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk,

since Ek|(X0,...,Xk−1) = Ek−1).

Indeed, set

B = C*({(a0, ..., ak), (b0, ..., bk)} ∪ Ek),
and let us show that actually

B =
[[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk.

Pick any point

x ∈ Xi \X(0)
i , 0 ≤ i ≤ k.

Since Ek ⊆ B and (7.12), the restriction of πx to B is still irreducible (with the same

dimension), and hence any irreducible representation of B or[[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk

actually is a restriction of some πx. In particular, the restriction of any irreducible represen-

tation of [[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk

to B is still irreducible.

Let πx1 and πx2 be irreducible representations of B which are not equivalent. If x1 and x2
are in different components, say, in Xi \X(0)

i and Xj \X(0)
j , i ̸= j, respectively, then the the

restrictions of πx1 and πx2 to B are not equivalent since they have different dimensions.

Assume that x1, x2 ∈ Xi \ X(0)
i with i < k. In particular, πx1 and πx2 are irreducible

representations of[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1 = C*{{(a0, ..., ak−1), (b0, ..., bk−1)} ∪ Ek−1}.

Since πx1 and πx2 are not equivalent, one has that

Φ{a,b}∪Ek−1,i(x1) ̸= Φ{a,b}∪Ek−1,i(x2).

Since the restriction of Ek to Xi is the same as the restriction of Ek−1 to Xi, one has

Φ{a,b}∪Ek,i(x1) ̸= Φ{a,b}∪Ek,i(x2).

Hence, by Lemma 7.6, the restrictions of πx1 and πx2 to B are not equivalent.

Assume x1, x2 ∈ Xk \X(0)
k . If the restriction of πx1 and πx2 to B are equivalent, then, by

Lemma 7.6,

Φ{a,b}∪Ek|Xk
,k(x1) = Φ{a,b}∪Ek|Xk

,k(x2).
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Since matrix units {es,t} are constant functions, one then has

Φ{a,b}∪Ek|Xk
∪{es,t},k(x1) = Φ{a,b}∪Ek|Xk

∪{es,t},k(x2).

So, πx1 and πx2 are equivalent as representations of Dk and hence are equivalent, which

contradicts the assumption. Therefore, the restrictions of πx1 and πx2 to B are not equivalent.

Hence B is a rich sub-C*-algebra, and therefore,

B =
[[
· · ·

[
D0 ⊕D

(0)
1
D1

]
· · ·

]
⊕

D
(0)
k−1

Dk−1

]
⊕

D
(0)
k
Dk

by Proposition 11.1.6 of [4].

Therefore, by induction, there are C*-algebras D0, D1, ..., DK satisfying (7.8), (7.9) and

(7.10), and hence a ≾ b, as desired. □

The following are several corollaries of Theorem 7.8

Corollary 7.9. Let X be compact metrizable, and let σ : X → X be a minimal free homeo-

morphism. Suppose E,F ⊆ X are open sets satisfying

(7.20) µ(E) <
1

4
µ(F ), µ ∈ M1(X, σ).

Then

φE ≾ φF

in C(X)⋊σ Z.

Proof. Since σ is minimal, there is δ > 0 such that

µ(F ) > δ, µ ∈ M1(X, σ).

Let ε > 0 be arbitrary. One asserts that there is N0 >
4
δ
such that for any x ∈ X and any

N > N0, one has

|{0 ≤ n ≤ N − 1 : (φE − ε)+(σ
n(x)) > 0}| < 1

4
|{0 ≤ n ≤ N − 1 : φF (σ

n(x)) > 0}|

and
δ

4
<

1

4N
|{0 ≤ n ≤ N − 1 : φF (σ

n(x)) > 0}| .

Indeed, if the assertion were not true, there are (kn) ⊆ N and (xkn) ⊆ X such that kn → ∞
as n→ ∞, and for all n, one has

1

kn

∣∣{0 ≤ i ≤ kn − 1 : (φE − ε)+(σ
i(xkn)) > 0}

∣∣(7.21)

≥ 1

4kn

∣∣{0 ≤ i ≤ kn − 1 : φF (σ
i(xkn)) > 0}

∣∣
or

(7.22)
δ

4
≥ 1

4kn

∣∣{0 ≤ i ≤ kn − 1 : φF (σ
i(xkn)) > 0}

∣∣ .
Consider the discrete probability measures

µn :=
1

kn

kn−1∑
i=0

δσi(xkn )
, n = 1, 2, ...,
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where δx is the Dirac measure concentrated at x. Pick an accumulation point µ∞ in the

weak*-topology. Note that µ∞ ∈ M1(X, σ). Passing to a subsequence, one assumes that

µn → µ∞.

Assume that (7.21) holds for infinitely many n, pick a closed set E ′ such that

{x ∈ E : φE(x) ≥ ε} ⊆ E ′ ⊆ E

and then

µ∞(F ) ≤ lim inf
n→∞

µn(F ) (F is open)

≤ 4 lim inf
n→∞

µn(E
′) (by (7.21))

≤ 4 lim sup
n→∞

µn(E
′)

≤ 4µ∞(E ′) ≤ 4µ∞(E), (E ′ is closed)

which contradicts to (7.20).

Assume that (7.22) holds for infinitely many n. Since F is open, then

µ∞(F ) ≤ lim inf
k→∞

µn(F ) ≤ δ,

which contradicts the choice of δ. This proves the assertion.

Consider the C*-algebra AY ⊆ C(X) ⋊σ Z, where Y is a closed subset with nonempty

interior. By Theorem 5.5, AY is an RSH algebra with diagonal maps, and the canonical

RSH decomposition of AY satisfies Conditions (1), (2), and (3) of Theorem 7.8. With Y

sufficiently small, one can assume that the heights of the Rokhlin towers in the decomposition

of AY are at least N0 (so that 1
N0

< δ
4
), and therefore, by the assertion, Conditions (4) of

Theorem 7.8 is also satisfied. Thus, it follows from Theorem 7.8 that (φE − ε)+ ≾ φF . Since

ε is arbitrary, one has φE ≾ φF . □

Corollary 7.10. Let X be a separable compact Hausdorff space, and let σ : X → X be a

minimal free homeomorphism. Then

rc(C(X)⋊ Z) ≤ 1

2
mdim(X, σ).

Proof. By Lemma 3.6, (X, σ) has the (URP). By Corollary 7.9, C(X)⋊Z has (1
4
, 1)-Cuntz-

comparison on open sets. The statement then follows from Theorem 4.8. □

Remark 7.11. Corollary 7.10 is generalized in [36] to Zd-actions.

Corollary 7.12. Let (X,Γ) be a free dynamical system, and let G ⊆ X ⋊ Γ be a small

subgroupoid. Let E,F ⊆ X be open sets such that

|OrbitG(x) ∩ E| <
1

4
|OrbitG(x) ∩ F | , x ∈ X,

and
1

|OrbitG(x0)|
<

|OrbitG(x) ∩ F )|
4|OrbitG(x)|

, x0, x ∈ X.

Then, φE ≾ φF in C*(G).
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Proof. This follows directly from Theorem 6.15 and Theorem 7.8. □

Corollary 7.13. Let (X,Γ) is a minimal free dynamical system, where Γ is amenable.

Assume that (X,Γ) has the property that for any finite set K ⊆ Γ and any ε > 0, there is a

small subgroupoid G ⊆ X ⋊ Γ such that OrbitG(x) is (K, ε)-invariant for any x ∈ X. Then,

for any open sets E,F ⊆ X with

(7.23) µ(E) <
1

4
µ(F ), µ ∈ M1(X,Γ),

one has that

φE ≾ φF in C(X)⋊ Γ.

In other words, C(X)⋊ Γ has (1
4
, 1)-Cuntz-comparison of open sets.

Proof. Without loss of generality, one may assume that |Γ| = ∞. Otherwise, the C*-algebra

C(X)⋊ Γ is isomorphic to M|Γ|(C), and the statement holds.

Since σ is minimal, there is δ > 0 such that

µ(F ) > δ, µ ∈ M1(X,Γ).

Let ε′ > 0 be arbitrary. With the same argument as that of Corollary 7.9, it follows from

(7.23) that there exists (K, ε) such that if Γ0 ⊆ Γ is (K, ε)-invariant, then for any x ∈ X,

one has

1

|Γ0|
|{γ ∈ Γ0 : (φE − ε′)+(xγ) > 0}| < 1

4 |Γ0|
|{γ ∈ Γ0 : φF (xγ) > 0}|

and
1

|Γ0|
<
δ

4
<

1

4 |Γ0|
|{γ ∈ Γ0 : φF (xγ) > 0}| .

If G ⊆ X ⋊ Γ is a small subgroupoid with all orbits (K, ε)-invariant, it then follows from

Corollary 7.12 that (φE − ε′)+ ≾ φF . Since ε
′ is arbitrary, one has φE ≾ φF . □

8. Lower semicontinuous set-valued functions and small subgroupoids

In this section, let us show that if there is an equivariant lower semicontinuous set-valued

function on X (in particular, if lower semicontinuous dynamical tiling exists), then there

always exists a small subgroupoid associated to this function (Theorem 8.3).

Definition 8.1. Consider a topological dynamical system (X,Γ). A shape function with

domain Ω, where Ω is an open subset of X, is a set-valued function

S : Ω → 2Γ

such that

(1) e ∈ S(x), x ∈ Ω,

(2) S(x) is uniformly bounded in the sense that there is a finite set M ⊆ Γ such that

S(x) ⊆M, x ∈ Ω,
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(3) the function S is lower semicontinuous in the sense that for any x ∈ Ω, there is an

open neighbourhood U ∋ x such that

S(x) ⊆ S(y), y ∈ U,

and

(4) the function S is equivariant in the sense that

S(xγ) = S(x)γ−1, γ ∈ S(x).

Example 8.2. Consider the dynamical system (X, σ), where σ : X → X is a minimal home-

omorphism. Let Y ⊆ X be a closed set with non-empty interior. For each x ∈ X, define the

positive first return time and negative first return time of x to be

J+(x) = n, σ(x), ..., σn−1(x) /∈ Y but σn(x) ∈ Y

and

J−(x) = n, x, σ−1(x), ..., σ−n+1(x) /∈ Y but σ−n(x) ∈ Y.

Then

S(x) = {−J−(x),−J−(x) + 1, ..., J+(x)− 1}
is a shape function (with domain X).

Actually, let

{Z1, σ(Z1), ..., σ
J1−1(Z1)}, ..., {Zk, σ(Zk), ..., σ

Jk−1(Zk)}

be the Rokhlin partition associated to Y (see Section 5). Then

S(x) = {0, 1, ..., Jk − 1} − i, if x ∈ σi(Zk), 0 ≤ i ≤ Jk − 1.

Theorem 8.3. Let (X,Γ) be a topological dynamical system, and let S be a shape function

with domain Ω. Then there is an open and relatively compact subgroupoid G ⊆ X ⋊ Γ such

that the unit space is {(x, e) : x ∈ Ω} and

OrbitG(x) = xS(x), x ∈ Ω.

Proof. For each finite subset F ⊆ Γ, define

ZF := {x ∈ Ω : S(x) = F}.

Since x 7→ S(x) is equivariant, there are finite subsets F1, F2, ..., Fn ⊆ Γ and a partition of Ω

Ω = (
⊔

γ∈F−1
1

ZF1γ) ⊔ (
⊔

γ∈F−1
2

ZF2γ) ⊔ · · · ⊔ (
⊔

γ∈F−1
n

ZFnγ).

For each γ ∈ Γ, define

Yγ = (
⊔

γ1∈F−1
1 \F−1

1 γ

ZF1γ1) ⊔ (
⊔

γ2∈F−1
2 \F−1

2 γ

ZF2γ2) ⊔ · · · ⊔ (
⊔

γn∈F−1
n \F−1

n γ

ZFnγn) ⊆ Ω.

Note that

Ω \ Yγ = (
⊔

γ1∈F−1
1 ∩F−1

1 γ

ZF1γ1) ⊔ (
⊔

γ2∈F−1
2 ∩F−1

2 γ

ZF2γ2) ⊔ · · · ⊔ (
⊔

γn∈F−1
n ∩F−1

n γ

ZFnγn).

Let us verify that Ω \ Yγ is open.
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Assume that x ∈ Ω \ Yγ, then

x ∈ (
⊔

γ1∈F−1
1 ∩F−1

1 γ

ZF1γ1) ⊔ (
⊔

γ2∈F−1
2 ∩F−1

2 γ

ZF2γ2) ⊔ · · · ⊔ (
⊔

γn∈F−1
n ∩F−1

n γ

ZFnγn),

and let us assume that

x ∈ ZFi
γi

for some γi ∈ F−1
i ∩ F−1

i γ. That is

S(x) = Fiγi.

Since x 7→ S(x) is lower semicontinuous, there is an open set U ∋ x such that

S(x) ⊆ S(y), y ∈ U.

Let us show that U ⊆ Ω \ Yγ, and hence Ω \ Yγ is open.

For each y ∈ U , there is Fj and c ∈ Γ such that

Fiγi = S(x) ⊆ S(y) = Fjc.

Since e ∈ Fjc, one has c ∈ F−1
j . Also note that

Fiγiγ
−1 ⊆ Fjcγ

−1

and e ∈ Fiγiγ
−1 (since γi ∈ F−1

i γ); one has e ∈ Fjcγ
−1 and hence c ∈ F−1

j γ. That is

c ∈ F−1
j ∩ F−1

j γ.

In particular,

y ∈
⊔

γj∈F−1
j ∩F−1

j γ

ZFj
γj ⊆ X \ Yγ.

This shows that Ω \ Yγ is open.

Define

G := {(x, γ) ∈ Ω× Γ : xγ ∈ Ω \ Yγ}.
Since Ω \ Yγ is open, G is an open (and relatively compact) subset containing (x, e), x ∈ Ω.

Let us show that G is actually a subgroupoid.

Let (x, γ) ∈ G. Then there are Fi and γi ∈ F−1
i ∩ F−1

i γ such that

xγ ∈ ZFi
γi ⊆ Ω,

and hence x ∈ ZFi
γiγ

−1. Since γi ∈ F−1
i ∩ F−1

i γ, one has

γiγ
−1 ∈ F−1

i ∩ F−1
i γ−1,

and therefore,

(x, γ)−1 = (xγ, γ−1) ∈ G
(note that xγ ∈ Ω).

Let x ∈ X, γ1, γ2 ∈ Γ with

(x, γ1), (xγ1, γ2) ∈ G.
Then, there are

Fi1 , Fi2 , γi1 ∈ F−1
i1

∩ F−1
i1
γ1, and γi2 ∈ F−1

i2
∩ F−1

i2
γ2
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such that

xγ1 ∈ ZFi1
γi1 ⊆ ZFi1

F−1
i1

and xγ1γ2 ∈ ZFi2
γi2 .

Since γi2 ∈ F−1
i2
γ2, one has

xγ1γ2 ∈ ZFi2
F−1
i2
γ2

and hence

xγ1 ∈ ZFi2
F−1
i2
.

Noting that

ZFi1
F−1
i1

∩ ZFi2
F−1
i2

= ∅ if Fi1 ̸= Fi2

and

xγ1 ∈ ZFi1
F−1
i1

∩ ZFi2
F−1
i2
,

one has that Fi1 = Fi2 . So, let us denote both Fi1 and Fi2 by Fi.

Since

xγ1γ2 ∈ ZFi
(F−1

i ∩ F−1
i γ2),

one has

xγ1 ∈ ZFi
(F−1

i γ−1
2 ∩ F−1

i ).

Since

xγ1 ∈ ZFi
(F−1

i ∩ F−1
i γ1),

one has

xγ1 ∈ ZFi
(F−1

i ∩ F−1
i γ1 ∩ F−1

i γ−1
2 ),

and hence

xγ1γ2 ∈ ZFi
(F−1

i ∩ F−1
i γ2 ∩ F−1

i γ1γ2) ⊆ ZFi
(F−1

i ∩ F−1
i γ1γ2).

Therefore,

xγ1γ2 ∈ Ω \ Yγ1γ2 and (x, γ1)(xγ1, γ2) ∈ G.
Thus G is a subgroupoid of X ⋊ Γ.

It is clear that the unit space of G is {(x, e) : x ∈ Ω}. Let x ∈ Ω, and let us calculate the

G-orbit of x. Assume that x ∈ ZFi
for some Fi. Then

Shape(x) = Fi.

If (x, γ) ∈ G for some γ ∈ Γ, then

xγ ∈ Ω \ Yγ = (
⊔

γ1∈F−1
1 ∩F−1

1 γ

ZF1γ1) ⊔ (
⊔

γ2∈F−1
2 ∩F−1

2 γ

ZF2γ2) ⊔ · · · ⊔ (
⊔

γn∈F−1
n ∩F−1

n γ

ZFnγn).

Assume that xγ ∈ ZFj
γj for some γj ∈ F−1

j ∩ F−1
j γ. Then, x ∈ ZFj

γjγ
−1. Note

γjγ
−1 ∈ F−1

j γ−1 ∩ F−1
j ⊆ F−1

j ,

one has that x ∈ ZFj
F−1
j , and therefore

Fj = Fi and γ = γj ∈ Fi.

On the other hand, for any γ ∈ Fi, it is clear that (x, γ) ∈ G. Therefore

G = {(x, γ) ∈ Ω× Γ : γ ∈ S(x)},
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and hence

OrbitG(x) = xS(x).

□

Remark 8.4. By considering

G = G ∪ {(x, e) : x ∈ X},
one extends G to a (open and relatively compact) subgroupoid with unit space {(x, e) : x ∈
X} without changing orbit of each x ∈ Ω.

Definition 8.5. A free dynamical system (X,Γ) is said to have lower semicontinuous dy-

namical tiling property (LscT) if for any finite set K ⊆ Γ and any ε > 0, there is a partition

valued function T : X → P(Γ) such that

(1) there are finite sets F1, F2, ..., Fn ⊆ Γ such that for each x ∈ X, the partition T (x) is

a tiling of Γ with tiles F1, F2, ..., Fn, and F1, F2, ..., Fn ⊆ Γ are (K, ε) invariant,

(2) the map T is equivariant, i.e.,

T (xγ) = T (x)γ−1, γ ∈ Γ,

(3) the function T is lower semicontinuous, i.e., for any finite set F ⊆ Γ and any x ∈ X,

there is a neighbourhood U ∋ x such that

P(x)|F refines P(y)|F , y ∈ U.

The system (X,Γ) is said to have continuous dynamical tiling property (CT) if Condition

(3) is strengthen to

(3’) the function T is continuous, i.e., for any finite set F ⊆ Γ and any x ∈ X, there is a

neighbourhood U ∋ x such that

P(x)|F = P(y)|F , y ∈ U,

where P(x)|F and P(y)|F denote partitions of F induced by P(x) and P(y), respec-

tively.

The following lemma is straightforward.

Lemma 8.6. If a free dynamical system (Y,Γ) has (LscT) (or (CT)), and if (X,Γ) is an

extension of (Y,Γ), then (X,Γ) has (LscT) (or (CT)).

Once the dynamical system (X,Γ) has the (LscT), then arbitrarily invariant shape func-

tions (hence small subgroupoids) exist:

Corollary 8.7. Let (X,Γ) be a free dynamical system with (LscT). Then, for any finite set

K ⊆ Γ and any ε > 0, there is a small subgroupoid G ⊆ X ⋊ Γ such that for any x ∈ X, the

G-orbit OrbitG(x) is (K, ε)-invariant.

Proof. For each x ∈ X, define

S(x) = (T (x))e,

where (T (x))e is the tile of T (x) containing e. Then x 7→ S(x) is a shape function with

domain X in the sense of Definition 8.1, and the statement follows directly from Theorem

8.3. □
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Together with Corollary 7.13, one has

Corollary 8.8. Let (X,Γ) be a free dynamical system with (LscT). Then for any open sets

E,F ⊆ X with

µ(E) <
1

4
µ(F ), µ ∈ M1(X,Γ),

one has

φE ≾ φF in C(X)⋊ Γ.

The topological-dynamical version of subequivalence and comparison have a long history,

see, for example, [18] and [19]. The following definitions can be found in [29] and [7].

Definition 8.9. Let G be a countable amenable group.

(1) Let G act on a zero-dimensional compact metric space X. For two clopen sets

A,B ⊆ X, we say that A is subequivalent to B (and write A ≾ B), if there exists a

finite partition A =
⊔k

i=1Ai of A into clopen sets and there are elements g1, g2, ..., gk
of G such that g1(A1), g2(A2), ..., gk(Ak) are disjoint subsets of B. We say that the

action admits comparison if for any pair of clopen subsets A,B of X, the condition

that for each invariant measure µ on X we have µ(A) < µ(B), implies A ≾ B.

(2) If every action of G on any zero-dimensional compact metric space admits comparison

then we will say that G has the comparison property.

Also recall

Theorem 8.10 (Theorem 5.11 and Theorem 6.2 of [7]). Any amenable group with subex-

ponential growth has the comparison property. Any free Cantor system (Ω,Γ) with Γ an

amenable group with the comparison property has (CT).

Then, for extensions of a Cantor system, one has the following Cuntz comparison of open

sets.

Corollary 8.11. If Γ has comparison property in sense of Definition 8.9 (in particular, if

Γ has subexponential growth) and (X,Γ) has a free Cantor factor, then, for any open sets

E,F ⊆ X with

µ(E) <
1

4
µ(F ), µ ∈ M1(X,Γ),

one has that

φE ≾ φF in C(X)⋊ Γ.

In other words, C(X)⋊ Γ has (1
4
, 1)-Cuntz-comparison of open sets.

Proof. Assume that (X,Γ) is an extension of a free Cantor system (Ω,Γ). By Theorem 8.10,

the factor (Ω,Γ) has the (CT), and then, by Lemma 8.6, (X,Γ) has the (CT) (in particular,

the (LscT)). The statement follows from Corollary 8.8. □

Corollary 8.12. Let (X,Γ) be a minimal free topological dynamical system which is an

extension of a free Cantor system. If Γ has the comparison property in sense of Definition

8.9 (in particular, if Γ has subexponential growth), then

rc(C(X)⋊ Γ) ≤ 1

2
mdim(X,Γ).
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Proof. By Corollary 3.8, (X,Γ) has the (URP). Since Γ is assumed to have the comparison

property (Definition 8.9), it follows from Corollary 8.11 that C(X) ⋊ Γ has (1
4
, 1)-Cuntz-

comparison on open sets. Then the statement follows from Theorem 4.8. □
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